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Abstract

With the increasing importance of video data in real-world
applications, there is a rising need for efficient object detec-
tion methods that utilize temporal information. While exist-
ing video object detection (VOD) techniques employ various
strategies to address this challenge, they typically depend on
locally adjacent frames or randomly sampled images within a
clip. Although recent Transformer-based VOD methods have
shown promising results, their reliance on multiple inputs
and additional network complexity to incorporate temporal
information limits their practical applicability. In this paper,
we propose a novel approach to single image object detec-
tion, called Context Enhanced TRansformer (CETR), by in-
corporating temporal context into DETR using a newly de-
signed memory module. To efficiently store temporal infor-
mation, we construct a class-wise memory that collects con-
textual information across data. Additionally, we present a
classification-based sampling technique to selectively utilize
the relevant memory for the current image. In the testing, We
introduce a test-time memory adaptation method that updates
individual memory functions by considering the test distribu-
tion. Experiments with CityCam and ImageNet VID datasets
exhibit the efficiency of the framework on various video sys-
tems. The project page and code will be made available at:
https://ku-cvlab.github.io/CETR.

Introduction
Object detection is one of the fundamental and essential
tasks in the computer vision field with its extensive versa-
tility across a wide range of applications. Moreover, various
applications in real-world scenarios, including video surveil-
lance (Nascimento and Marques 2006; Fu et al. 2019), au-
tonomous driving (Chen et al. 2015, 2016), and robot nav-
igation (Hernández et al. 2016), heavily rely on video data.
Despite the remarkable success of object detectors for a sin-
gle image, directly applying them to video data encounters
challenges due to appearance deterioration caused by mo-
tions and occlusions.

To address this challenge, video object detection (VOD)
models (Zhu et al. 2017a; Wang et al. 2018) have been pro-
posed to improve object detection performance by lever-
aging temporal information. Previous approaches usually
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Figure 1: Comparisons between existing works and ours. (a)
standard DETR (Carion et al. 2020), (b) DETR-based video
object detection (Zhou et al. 2022), and (c) our proposed
framework, dubbed CETR. Our method effectively detects
objects in video data without adding heavy components.

aggregate features from nearby frames exploiting optical
flow (Zhu et al. 2017a; Wang et al. 2018) or LSTM (Kang
et al. 2017a,b). Nevertheless, these methods primarily focus
on short-term frames, thus limiting their ability to capture a
more extensive feature representation. To overcome this lim-
itation, attention-based approaches (Chen et al. 2020; Deng
et al. 2019a,b) attempt to capture long-range temporal de-
pendency by utilizing memory structures to aggregate fea-
tures globally or locally. Yet, they depend on randomly sam-
pled images within a clip, which struggle to integrate holis-
tic contextual information from video data. Furthermore, the
construction of stacked memory modules to store features of
adjacent frames incurs high computational costs and unnec-
essary memory usage.

On the other hand, in light of the remarkable perfor-
mance of Transformer-based models in image object detec-
tion (Carion et al. 2020; Liu et al. 2022), e.g., detection
with Transformers (DETR), researchers have commenced
extending them to the video domain (Zhou et al. 2022; Wang
et al. 2022a). However, these methods exhibit an essential
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reliance on auxiliary networks and the need for multiple se-
quential frames, as shown in Fig. 1. Such prerequisites lead
to a considerable decrease in processing speed, thereby fail-
ing to fulfill the real-time operational demands of various
systems. As a consequence, there is a need for more effi-
cient and streamlined approaches that can meet the real-time
requirements essential for practical applications.

In this work, we propose a novel single image object
detection method, dubbed Context Enhanced TRansformer
(CETR), that effectively incorporates contextual informa-
tion across the given data. Following the recent trend of
Transformer-based detectors, we adopt DETR as our base-
line. Due to the inherent attention mechanism within the
Transformer framework, our approach effectively incorpo-
rates temporal information through attention modules. In or-
der to utilize temporal context without requiring additional
reference frames or networks, we present a context mem-
ory module (CMM) that stores class-wise feature represen-
tations and updates effectively using momentum update in
a non-parametric manner. The memory also represents each
class as a set of prototypes, allowing intra-classes to con-
tain a variety of attributes. In addition, to effectively capture
relevant information for the current features, we introduce a
score-based sampling methodology. By propagating the en-
coded memory features through a classification network for
making predictions, CETR employs a sampled class-specific
memory that closely aligns with the current input. Further-
more, we introduce an adaptive memory updating technique
tailored to the test domain across different camera settings.
Unlike the uniform exponential moving average update em-
ployed during training, we implement an online updating
strategy aligned with the class-wise distribution of the test
domain. Utilizing a weighted sum of the target and source
domain memories, this strategy facilitates adaptation toward
the test data distribution while retaining contextual informa-
tion from the training phase.

To validate the effectiveness of the proposed method,
we conduct extensive experiments on the CityCam
dataset (Zhang et al. 2017), one of the real traffic video
data. Furthermore, experiments on the ImageNet VID (Rus-
sakovsky et al. 2015) demonstrate that our framework
achieves comparable accuracy with the state-of-the-art video
object detectors with a much faster speed and efficient mem-
ory resource. We also perform detailed ablation studies and
deeply analyze the memory module to confirm that it is ef-
fective at capturing contextual information.

Related Work
Single image object detection Single image object detec-
tors have been extensively explored due to the development
of deep convolutional neural networks (CNNs). CNN-based
object detectors can be classified into two pipelines: two-
stage and one-stage detectors. Two-stage detectors (Girshick
2015; Ren et al. 2015; Dai et al. 2016) generate coarse ob-
ject proposals and then classify the proposals and regress
the bounding boxes to refine them. In contrast, one-stage
detectors (Duan et al. 2019; Tian et al. 2019) directly pre-
dict object locations and categories in an image by utilizing
densely designed anchors. In recent years, DETR (Carion

et al. 2020), a prominent Transformer-based object detector,
casts object detection as a direct set prediction problem by
removing hand-crafted representations and post-processing
techniques. Many follow-up works (Li et al. 2022; Liu et al.
2022; Meng et al. 2021; Zhu et al. 2020) have attempted to
address the slow training convergence of DETR’s inefficient
design and use of queries. In this paper, we choose these
variants of DETR as our baseline considering this efficiency.

Video object detection. Video object detection (VOD)
methods aim to address the challenging cases, such as mo-
tion blur, and occlusion, suffered from the single frame. To
tackle this problem, many studies have focused on improv-
ing the performance of the current frame by leveraging tem-
poral information across videos. For example, FGFA (Zhu
et al. 2017a), MANET (Wang et al. 2018), and THP (Zhu
et al. 2018) utilize optical flow derived from FlowNet (Doso-
vitskiy et al. 2015) by aligning and aggregating the nearby
features from current frames. TPN (Kang et al. 2017a) and
TCNN (Kang et al. 2017b) exploit LSTM (Hochreiter and
Schmidhuber 1997) to construct temporal coherence be-
tween detected bounding boxes. To capture long-range de-
pendencies, numerous methods adopt self-attention mech-
anism. Among them, SELSA (Wu et al. 2019) presents to
use of global temporal cues by taking the full-sequence level
feature aggregation. OGEMN (Deng et al. 2019a) proposes
to use object-guided external memory for further global
aggregation. MEGA (Chen et al. 2020) presents a mem-
ory module that considers aggregating global and local in-
formation to enhance the feature representation. Recently,
TransVOD (Zhou et al. 2022) extends the DETR detector
into the video object detection domain via a temporal Trans-
former.

Test-time adaptation. Test-time adaptation (TTA) at-
tempts to adapt pre-trained models to test data without re-
lying on source domain data or incurring labeling costs. Ex-
isting TTA methods (Wang et al. 2020, 2022b; Li et al. 2016)
typically recalibrate batch normalization (BN) layers using
a batch of test samples. However, since Transformers typi-
cally do not contain a BN layer, it is not appropriate to apply
the re-estimating BN statistics method to Transformer-based
models. Alternatively, several studies (Chen et al. 2022; Iwa-
sawa and Matsuo 2021; Jang and Chung 2022) adopt pseudo
labels generated at test time for updating the model. In the
domain of object detection, TTAOD (Chen et al. 2023) fo-
cuses on enhancing real-time robustness across target do-
mains via self-training and feature distribution alignment.
This paper introduces a test-time adaptation technique suit-
able for Transformer-based image detectors, leveraging a
newly designed memory module.

Methodology
In this section, we first review DETR framework (Carion
et al. 2020), and then introduce our proposed framework,
called CETR, which is a single frame context-aware object
detector with context memory module (CMM), score-based
sampling strategy, and memory-guided Transformer decoder
(MGD) in detail.
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Figure 2: Overview of our framework. CETR builds upon the DETR (Carion et al. 2020) architecture. Within our framework, a
pivotal component is the context memory module (CMM), which serves as the input for the Transformer encoder. Subsequently,
the encoded memory features are passed through the classification network. Predicted probability serves as a threshold for score-
based sampling. The sampled class-wise memory is aggregated with the query using the cross-attention mechanism within the
memory-guided Transformer decoder (MGD).
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Figure 3: Details of score-based sampling module.

Preliminaries: Revisiting DETR
DETR and its variants are based on encoder-decoder Trans-
former architecture. The encoder layer consists of a multi-
head self-attention and feed-forward network (FFN), and the
decoder layer has additional cross-attention layers. Specifi-
cally, given an input image I , CNN backbone extract feature
map F ∈ RH·W×d, where d denotes the dimension of fea-
ture and H,W are the height and width of the feature map,
respectively. Then F augmented with positional encoding
are fed into the Transformer encoder (denoted by Enc(·)):

F = Enc(F ). (1)

Note that we omit the positional encoding in the descrip-
tion for clarity. Enc(·) is composed of self-attention layers,
which would be applied to F to generate the query Q, key

K, and value V vectors for exchanging information features
at all spatial positions. Self-attention of the Transformer en-
coder is conducted as:

Attn(Q = F, K = F, V = F ), (2)

where multi-head attention is represented as:

Attn(Q,K, V ) = Softmax(
QKT

√
d

)V. (3)

The image feature F is input to the Transformer decoder,
with object queries O. The Transformer decoder is com-
posed of the following two types of attention layers: multi-
head self-attention and multi-head cross-attention.

Ol
sa = Self-Attn(Q = Ol, K = Ol, V = Ol), (4)

Ol+1 = Cross-Attn(Q = Ol
sa, K = F , V = F), (5)

where decoder blocks are repeated L times and Ol means
object queries of l-th decoder block. Then, the final ob-
ject queries OL+1, which have acquired semantic informa-
tion from image features, are passed through a feedforward
neural network (FFN) for classification and box regression.
Finally, by the Hungarian algorithm, one-to-one matching
between predicted objects and their corresponding ground-
truth targets is established. We propose a memory module
that can be applied to single frame DETR-like methods for
processing video data.

Our Approach: CETR
Overview. Most VOD methods that utilize memory mod-
ules or reference images have a large memory footprint,
which limits the amount of information that can be used at
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one time. To alleviate this, recent methods randomly sam-
ple memory (Deng et al. 2019a; Chen et al. 2020) or utilize
information from frames close to the current frame (Zhou
et al. 2022; Cui 2023). However, these approaches also have
the drawback of either requiring information from the en-
tire frame beforehand or being able to reference unneces-
sary information. To address these limitations, we propose
CETR that selectively stores only the necessary informa-
tion from the data to form a class-specific memory with a
fixed size, and utilizes only the information useful for the
current frame in memory. This method enables models to
efficiently leverage contextual information from the entire
dataset for each frame. For this, as illustrated in Fig. 2, we in-
troduce three modules applicable to single frame DETR-like
methods for the video data: 1) the context memory module
(CMM), which stores contextual information of the entire
dataset in a fixed size; 2) the score-based sampling, which
samples only the necessary information from memory for
the current frame data; and 3) the memory-guided Trans-
former decoder (MGD), which enhances the semantic infor-
mation of object queries using the sampled spatio-temporal
memory information.

Context Memory Module. Most single frame DETR-like
methods employ a Transformer encoder to aggregate spa-
tial information from current image features, enabling each
image feature to include spatial context information from
the current image. However, when the CNN backbone ex-
tracts ambiguous features from the current image due to
challenges such as low image quality or part occlusion, they
may struggle to effectively refine the image features. To mit-
igate this limitation, We use the fixed size memory obtained
from the entire dataset to enhance each single frame image
feature using temporal context information, without the need
to directly use data from other frames.

Our proposed CMM has a multi-prototype class-wise
memory M ∈ RC·K×d with K prototypes for each of the
C classes. In our pipeline, the feature map F and M would
be fed into the Transformer encoder:

[F ,M] = Enc([F,M ]), (6)

where [·, ·] means concatenation. In the Transformer en-
coder, the current information of F and the spatio-temporal
contextual information of M are aggregated. Consequently,
image feature F gains rich contextual information from M ,
and simultaneously, encoded memory feature M obtains
class information fitted to the current image. Then, M is
passed to the score-based sampling module to obtain the
classification score of the current image, and F is forwarded
to the Transformer decoder similar to DETR.
F is also utilized in the context memory module for mem-

ory update. The context memory module extracts N instance
features F̃ = {fn}Nn=1 from image feature F and the set of
class-wise memory M = {mc,k}C,K

c,k=1 is updated as:

mc,kn ← αmc,kn + (1− α)fn, (7)

where kn = argmaxk{⟨fn,mc,k⟩}Kk=1, (8)
where ⟨·, ·⟩ is defined as correlation between two features,
and α ∈ [0, 1] is a momentum coefficient. During training,
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Figure 4: Visualization of the attention map. For certain
classes, we present an attention map showing the correlation
between class-wise memory and current image features.

F̃ is extracted from the ground-truth box, while during in-
ference, F̃ is extracted from the predicted box. Aggregated
F with M in the Transformer encoder contains abundant
contextual information. Accordingly, M updated recurrently
by F in each image of the video dataset acquires contex-
tual information about the entire dataset that was previously
observed. Additionally, the class-wise memory with multi-
prototypes can also accommodate diverse distributions of
instance features appearing in the entire dataset.

Score-based Sampling. Carefully selecting the relevant
information from the memory is equally important as cre-
ating a high-quality memory. However, recent VOD works
that employ memory modules often fail to guarantee opti-
mal memory sampling by either randomly sampling mem-
ory or utilizing only the memory information around the
current frame. Empirically, we have discovered that utiliz-
ing class information from the current image to selectively
sample memory leads to significant performance improve-
ment. Detailed results of the related experiments are pro-
vided in Table 5. Motivated by this, we introduce a score-
based sampling module to extract information relevant to the
current image from the class-wise memory M (see Fig. 3).
The score-based sampling module consists of two parts: a
classification part and a multi-threshold sampling part. In the
classification part, the sampling module obtains classifica-
tion score pc,k ∈ [0, 1] by passing encoded memory feature
M = {mc,k}C,K

c,k=1, which contains the class information of
the current image. This operation is executed via a classifi-
cation head FFNc,k composed independently for each mc,k,
followed by a sigmoid function:

pc,k = Sigmoid(FFNc,k(mc,k)). (9)

Subsequently, in the multi-threshold sampling part, the sam-
pled memory M̃ = {m̃c,k}C,K

c,k=1 is obtained by:

m̃c,k = Proj(m̃1
c,k, m̃

2
c,k, . . . , m̃

T
c,k), (10)
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Figure 5: Qualitative Results on the CityCam dataset (Zhang
et al. 2017). Comparison between the baseline (Liu et al.
2022) (top) and our proposed method (bottom) is shown. As
exemplified, our method provides more robust detection re-
sults compared to the baseline.

where m̃t
c,k = stc,kmc,k + (1− stc,k)∅, (11)

where T is the number of sampling index stc,k, and ∅ de-
notes learnable no-class embedding. Here stc,k is derived by
binarizing pc,k using T thresholds τt (i.e., stc,k = δ(pc,k >

τt)). The delta function δ outputs 1 when the condition is
true, and 0 otherwise. The projection layer Proj(·) combines
multi-thresholded memory information with varying confi-
dences to generate the final sampled memory.

During training, we employ asymmetric loss (Ben-Baruch
et al. 2020) additionally to train the classification head and
enhance the class discrimination capability of the Trans-
former encoder.

Memory-guided Transformer Decoder. Many recent
works that have built upon DETR-like methods address the
ambiguity in the role of object queries by incorporating posi-
tional information into the object queries (Meng et al. 2021;
Liu et al. 2022). This has clarified the positional informa-
tion of object queries, enabling them to locate objects at
various positions within the current image. However, if ob-
ject queries are aggregated with poor image features of the
current data, they might acquire incorrect semantic informa-
tion. To address this issue, we propose a method to enhance
the semantic information of object queries, using a memory-
attention layer. One block of our proposed memory-guided
Transformer decoder (MGD) is composed of three types of
attention layers, formed by adding a memory cross-attention
layer to the components of the existing decoder blocks:

Ol
sa = Self-Attn(Q = Ol,K = Ol, V = Ol), (12)

Ol
ca = Cross-Attn(Q = Ol

sa,K = F , V = F), (13)

Ol+1 = Mem.Cross-Attn(Q = Ol
ca,K = M̃, V = M̃),

(14)
where O means object queries. In the MGD, O acquires se-
mantic information about the current image from the exist-
ing attention layers, and then enhances its associated class

information through the memory cross-attention layer. Fi-
nally, each output object query of MGD is transformed by
an FFN to output a class score and box location for each ob-
ject. The subsequent processes, such as Hungarian matching
and losses, follow DETR (Carion et al. 2020).

Test-time Memory Adaptation
Given the non-parametric design of our CMM, adapting our
memory to test data becomes achievable without the need
for additional fine-tuning. To facilitate this, we introduce
a test-time adaptation strategy utilizing CMM. Within this
framework, the CMM preserves representations acquired
during training and independently stores contextual infor-
mation specific to the target domain. To mitigate the stor-
age of initial noisy representations, uniform coefficients are
employed for the momentum update of individual memories
during the training stage. During testing, on the other hand,
we update the test memory module M ′ by individually ad-
justing the update rate of each memory m′

c,k to align with
the memory distribution in the test domain.

m′
c,k ←

1

ic,k + J
(ic,km

′
c,k +

J∑
j=1

fj), (15)

where ic,k indicates the total number of detected instances
before current frame, and J is the number of instance
features fj at current frame. The update process involves
adding to memory the instance features in the current im-
age that are highly correlated with the mean values in test
and source memory. For memory retrieval, a weighted sum
is applied to combine memory from training and memory
originating from the target domain:

M ′ ← βM + (1− β)M ′, (16)

where β ∈ [0, 1] denotes the weight of the source domain.
This adaptation technique ensures that memory is adapted to
the target domain while preserving important contextual in-
formation from the source distribution. We can also tailor the
memory to specific individual cameras, resulting in a more
robust test memory module for various camera systems.

Experiments
Experimental Setup
Datasets. In this study, we assess the effectiveness of our
framework through experiments conducted on two distinct
datasets: the CityCam dataset (Zhang et al. 2017) and the
ImageNet VID dataset (Russakovsky et al. 2015). The City-
Cam dataset consists of approximately 60K labeled frames,
with 900K annotated objects across 10 vehicle classes. It is
composed of 16 camera locations in downtown and parkway
areas, spanning four typical weather conditions and time
periods. For our experiments, We use 13 camera locations
for training and 3 camera locations for testing. ImageNet
VID consists of 3,862 training videos and 555 validation
videos across 30 object classes. Following common settings
in previous works (Zhou et al. 2022; Chen et al. 2020), we
train CETR on the training split of ImageNet VID and DET
datasets.

The Thirty-Eighth AAAI Conference on Artificial Intelligence (AAAI-24)

686



Model FPS ↑ Mem ↓
(GB) AP AP50 APS APM APL

Faster R-CNN (Girshick 2015) 37.8 0.42 23.3 39.6 18.5 39.0 36.3

Conditional DETR (Meng et al. 2021) 36.7 0.46 23.0 41.9 17.7 38.9 43.2
Conditional DETR + CETR 33.8 0.48 24.4 42.4 19.3 40.0 45.0

DAB-DETR (Liu et al. 2022) 33.5 0.47 23.8 40.2 18.6 39.4 43.4
DAB-DETR + CETR 30.7 0.48 25.0 43.0 19.7 40.4 48.4

Deformable DETR (Zhu et al. 2020) 37.9 0.42 24.2 41.0 20.1 41.4 48.0
Deformable DETR + TransVOD (Zhou et al. 2022) 4.3 4.19 23.6 40.2 19.8 40.2 47.4
Deformable DETR + CETR 30.6 0.48 25.7 43.0 20.5 41.8 53.6

Table 1: Quantitative results on the CityCam dataset (Zhang et al. 2017).

Implementation details. Our framework is trained on
24GB RTX-3090 GPUs with a batch size of 16, using the
AdamW (Loshchilov and Hutter 2017) optimizer. We train
CETR for 150K iterations, with a learning rate of 10−4 for
the first 120K iterations and 10−5 for the last 30K itera-
tions. For fast convergence, we employed variants of DETR
as our baseline. In the CityCam experimentation, ResNet-
50 (He et al. 2016) is used as the backbone and initial-
ized with pre-trained weights from ImageNet dataset (Rus-
sakovsky et al. 2015), while the Transformer encoder and
decoder were initialized randomly. In the ImageNet VID ex-
periment, ResNet-101 is used as the backbone and the entire
network is initialized with pre-trained weights from COCO
dataset (Lin et al. 2014). For the ImageNet VID experiment
and the ablation study, we used DAB-DETR with CETR.

Evaluation metric. We follow the standard COCO eval-
uation. We report the average precision under different IoU
thresholds (AP), AP scores at IoU thresholds are 0.5 (AP50),
and different object scales (APS, APM, APL). For the Ima-
geNet VID dataset, we follow the common protocol (Zhou
et al. 2022; Chen et al. 2020; Deng et al. 2019b) and lever-
age average precision at IoU thresholds are 0.5 (AP50) as the
evaluation metric.

Experimental Results
Quantitative results. Table 1 presents our main results on
the CityCam testing set, which we have divided. We ap-
plied our proposed framework to the single frame DETR-
like methods and conducted quantitative comparisons with
other single frame detection methods and a multi-frame
DETR-like method, TransVOD (Zhou et al. 2022) that use
Deformable DETR as their baseline. Compared to the sin-
gle frame baseline (Zhu et al. 2020), our method showed
improvements of 1.5% AP and 2.0% AP50, with only a
marginal increase of 0.06 GB in allocated memory and
a decrease of 7.3 FPS, while the multi-frame DETR-like
method showed an increase of 3.77 GB in allocated mem-
ory and a decrease of 33.6 FPS. Additionally, the multi-
frame method that has mainly been utilized with video clip
data of consistent short-frame intervals exhibits poor per-
formance on the CityCam dataset with wider frame inter-
vals. We also compare our approach with SELSA (Wu et al.

Model Online AP50 FPS ↑ #Params ↓
(M)

Mem ↓
(GB)

SELSA 80.3 7.2 - -
LRTR 80.6 10 - -
RDN 81.8 10.6 - -
TransVOD 80.5 32.3 74.2 2.94

DFF 73.1 20.25 97.8 -
D&T 75.8 7.8 - -
LWDN 76.3 20 77.5 -
OGEMN 76.8 14.9 - -
PSLA 77.1 18.7 63.7 -
LSTS 77.2 23.0 64.5 -

CETR 79.6 23.3 65.7 0.55

Table 2: Performance comparison with state-of-the-art real-
time VOD methods with ResNet-101 backbone on Ima-
geNet VID dataset (Russakovsky et al. 2015). Here we use
AP50, which is commonly used as mean average precision
(mAP) in other VOD methods.

2019), LRTR (Shvets, Liu, and Berg 2019), RDN (Deng
et al. 2019b), TransVOD Lite (Zhou et al. 2022), DFF (Zhu
et al. 2017b), D&T (Feichtenhofer, Pinz, and Zisserman
2017), LWDN (Jiang et al. 2019), OGEMN (Deng et al.
2019a), PSLA (Guo et al. 2019), and LSTS (Jiang et al.
2020) on ImageNet VID dataset. As shown in Table 2, our
method demonstrates competitive performance with other
VOD methods without the need for multi-frame approaches,
which require significant allocated memory and disrupt gen-
eral online inference. Among online methods, it achieves the
highest AP50 of 79.6%. Furthermore, our method exhibits
higher FPS compared to most approaches, except for the
method that requires multi-frame image inference at once.

Qualitative results. As shown in Fig. 4, we provide a vi-
sualization of the correlation between the proposed memory
and image features. To do this, we utilize the attention map
in the 4th layer of the Transform encoder. The CMM ex-
hibits notable attention scores for objects of the correspond-
ing class. This observation emphasizes that class-specific
memory clearly contains the relevant information specific
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Methods CMM MGD SS MT AP50

Baseline - - - - 40.2

Ours

✓ - - - 40.5
✓ ✓ - - 40.5
✓ ✓ ✓ - 41.1
✓ ✓ ✓ ✓ 42.5

Table 3: Ablation study on main components. CMM, SS,
MT, and MGD denote Context Memory Module, score-
based sampling, Multi-level thresholding, and Memory-
Guided Transformer Decoder, respectively.

# Prototype (K) AP AP50 APS APM APL

1 23.7 41.9 18.2 38.9 46.6
3 24.8 42.5 19.6 40.0 47.4
5 23.2 41.1 17.4 38.8 45.1
10 23.3 40.0 18.2 39.1 45.6

Table 4: Performance for the number of prototypes per class.

to each class. In addition, we visually compare the object
detection results of the baseline model and our approach in
Fig. 5. The results showcase higher confidence scores for
most classes in our approach compared to the baseline. No-
tably, comparing the 2nd and 4th columns, we notice that
our model performs well in detecting objects that are par-
tially visible within the frame, while the baseline fails. In
addition, the first qualitative result shows the superiority of
our model in capturing even rare classes (e.g., small trucks)
within the dataset.

Ablation Study and Analysis
Memory module analysis. We first investigate the effect
of our main components. As shown in Table 3, when our
CMM is used only in the Transformer encoder, it has a
0.3% improvement AP50 compared to the single frame base-
line (Liu et al. 2022). When used in isolation, the MGD does
not exhibit any performance enhancement. However, when
used in combination with the score-based sampling method,
there was an increase of 0.6% AP50. In addition, when used
in conjunction with the multi-level thresholding method, it
shows an additional improvement of 1.4% AP50.

The number of prototypes. Table 4 illustrates the abla-
tion study on the number of prototypes of each class in our
context memory module. When using one prototype and
three prototypes, our approach achieves performance im-
provements of 1.7% and 2.3% AP50 compared to the sin-
gle frame baseline, respectively. However, we observe that
the performance of our approach in the CityCam dataset de-
creases as the number of prototypes is increased beyond 3.
This outcome is believed to be due to the CityCam dataset
consisting solely of classes grouped under the vehicle cat-
egory that share similar types. As a result, a small number
of prototypes is enough to represent the distribution of class
features, and too many prototypes may, in fact, hinder the
utilization of class features.

Method AP50

Baseline 40.2

Learnable memory 40.9
Full memory 40.5
Random sampling 41.2
Score-based sampling 42.5

GT sampling (oracle) 57.6

Table 5: Experiments on sampling strategy.

Method AP AP50 APS APM APL

Our Baseline 24.8 42.5 19.6 40.0 47.4

+ Memory update 24.9 42.8 19.7 40.2 47.8
+ Cam specific 25.0 43.0 19.7 40.4 48.4

Table 6: Experiments on the test-time memory adaptation.

Sampling strategy. Table 5 reports the performance of
our approach according to various class-wise memory sam-
pling strategies for the memory-guided Transformer de-
coder. When employing the class-wise memory sampling
strategy using ground-truth images, If we have an oracle-
level knowledge of the correct answers, it shows a significant
performance improvement of 17.4% AP50. Taking this result
as motivation, we designed our score-based sampling mod-
ule. The performance of the approaches improves in each
case when using all learnable memory or randomly sam-
pling class-wise memory. However, the classification score-
based sampling strategy leads to the most improvement in
performance. This result demonstrates the effectiveness of
our score-based sampling method.

Test-time memory adaptation. Lastly, we conduct exten-
sive experiments to assess the effectiveness of the CMM-
based test-time adaptation approach, as shown in Table 6.
The results highlight that the memory update technique
adapted to the target domain yields meaningful performance
improvements without requiring further training or param-
eter optimization. From the table, we also notice that by
adding a camera-specific way of configuring memory, per-
formance can be improved by 0.5% for the AP50 over the
baseline.

Conclusion
To handle video data with a single frame approach, we in-
troduced a context memory module that enables the use
of spatio-temporal contextual information from the entire
dataset. In addition, we used a score-based sampling and
a memory-guided transformer decoder to effectively make
use of our context memory. Our method exhibited a mean-
ingful performance improvement over the single frame base-
line in the CityCam dataset, with only a slight increase in al-
located memory and a low decrease in FPS. Furthermore,
our method demonstrated a remarkable performance im-
provement over other real-time online video object detection
methods when evaluated on the ImageNet VID dataset.
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