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Abstract

Singing melody extraction is an important task in the field of
music information retrieval (MIR). The development of data-
driven models for this task have achieved great successes.
However, the existing models have two major limitations:
firstly, most of the existing singing melody extraction mod-
els have formulated this task as a pixel-level prediction task.
The lack of labeling data has limited the model for further
improvements. Secondly, the generalization of the existing
models are prone to be disturbed by the music genres. To
address the issues mentioned above, in this paper, we pro-
pose a multi-task contrastive learning framework for semi-
supervised singing melody extraction, termed as MCSSME.
Specifically, to deal with data scarcity limitation, we propose
a self-consistency regularization (SCR) method to train the
model on the unlabeled data. Transformations are applied to
the raw signal of polyphonic music, which makes the network
to improve its representation capability via recognizing the
transformations. We further propose a novel multi-task learn-
ing (MTL) approach to jointly learn singing melody extrac-
tion and classification of transformed data. To deal with gen-
eralization limitation, we also propose a contrastive embed-
ding learning, which strengthens the intra-class compactness
and inter-class separability. To improve the generalization on
different music genres, we also propose a domain classifica-
tion method to learn task-dependent features by mapping data
from different music genres to shared subspace. MCSSME
evaluates on a set of well-known public melody extraction
datasets with promising performances. The experimental re-
sults demonstrate the effectiveness of the MCSSME frame-
work for singing melody extraction from polyphonic music
using very limited labeled data scenarios.

Introduction

Singing melody extraction is a challenging task in the field
of MIR. It aims to extract the fundamental frequency con-
tour from polyphonic music. Recently it has become an ac-
tive research topic with a lot of downstream applications,
such as cover song identification (Yu et al. 2019; Serra,
Go6mez, and Herrera 2010), query-by-humming (Wang and
Jang 2015), singing voice separation (Ikemiya, Yoshii, and
Itoyama 2015), and music recommendation (Knees and
Schedl 2015). Singing melody contour obtained from ex-
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traction models can be utilized as an audio feature of musi-
cal information to enhance the performance of these down-
stream tasks.

With the trend of artificial intelligence, deep learning
models play an important role in the development of singing
melody extraction techniques. A number of deep learning
based methods (Su 2018; Hsieh, Su, and Yang 2019; Yu
et al. 2021a; Yu, Chen, and Li 2022) have been proposed
for supervised singing melody extraction. Despite the re-
markable successes, the existing models are facing two ma-
jor limitations: firstly, most of existing singing melody ex-
traction models have formulated this task as a pixel-level
prediction task. Therefore, large amounts of pixel-level la-
beled data is needed by the supervised models. Obviously,
the labeling process is time-consuming and laborious. The
lack of labeling data has limited the model for further im-
provements. Secondly, it has been claimed by prior works
(Su 2018; Yu et al. 2021b), music genres can largely affect
the performance of singing melody extraction. For example,
if one model is trained on a dataset with all of popular songs,
and evaluated on a dataset with all of classic songs, the re-
sults will not be satisfied.

In an attempt to solve the problem of data insufficiency,
semi-supervised learning melody extraction methods have
become a cutting-edge direction. A pioneer work (Kum et al.
2020) adopts the teacher-student model to use unlabeled mu-
sic tracks as training data for the singing melody extraction
task, seeking to improve the melody extraction performance.
However, this work did not include a data selection process,
which many pseudo-labels are wrongly predicted and cor-
rupts the whole training dataset.

The straight-forward solution is to directly apply more
advanced semi-supervised models in the field of machine
learning to this task. However, it is not practical due to two
reasons: firstly, since singing melody extraction is a pixel-
level prediction task (that predicts whether a pixel is on
a melody contour or not), the neural network (NN) based
model is very sensitive to the data disturbance. A small dis-
turbance to the input spectrogram will result in a large de-
crease in results. We have directly applied Mean Teachers
(Tarvainen and Valpola 2017), MixMatch (Berthelot et al.
2019) to this task, the performances are not ideal. Secondly,
since the sensitive characteristic of this task, traditional
consistency regularization cannot bring improvements. The
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challenge is that the NN model is almost impossible to gen-
erate same predictions on transformed data and original data.

To deal with the data scarcity limitation, in this work, we
propose a self-consistency regularization (SCR) method. To
be specific, we first apply transformations to the raw signal
of unlabeled musical audio. Then, we feed the transformed
signal into the NN model, features of different levels are fed
to prediction layers to generate predictions. In this way, we
can justify the predictions from transformed data by them-
selves. Those predictions from different levels can be ver-
ified by checking them whether they are the same or not.
Further, we introduce a pre-task that predicts which cate-
gory of the data transformation belongs to. By introducing
the pre-task, the model can extract not only task-specific fea-
tures, but also general features from the transformations of
the signal under a semi-supervised setting.

To deal with the generalization limitation caused by the
music genres, we also propose a contrastive learning method
to train the unlabeled data. In this process, the contrast learn-
ing strengthens the intra-class compactness and inter-class
separability, which can typically address the issue of data
generalization. Further, we propose to use a domain classi-
fier that induces the model to learn task-dependent features
by mapping data from different music genres to shared sub-
space.

The contribution of this paper is summarized as follow:

* A self-consistency regularization (SCR) method is pro-
posed to address the data scarcity limitation. We use pre-
dictions from different levels of the model to justify the
pseudo labels and select agreed data.

* A novel MTL approach is proposed to jointly learn two
tasks: singing melody extraction and augmentation ! cat-
egory classification, alleviating the data scarcity limita-
tion.

» To improve the generalization of our proposed model, we
also propose a contrastive embedding learning to unla-
beled data. To address the issue that music genres influ-
ence the performance of the singing melody extraction,
we propose a domain-adversarial classifier that induces
the model to learn task-dependent features by mapping
data from different music genres to shared subspace.

* We use MIR-1K dataset and part of music tracks of
the MedleyDB dataset as labeled data for training the
model and we evaluate the performance on the well-
known ADC 2004, MIREX 2005, iKala and another part
of MedleyDB. The experimental results demonstrates the
superiority of our method compared with other state-of-
the-art ones.

Related Works
Singing Melody Extraction

Deep learning models for the singing melody extraction task
undergone various model architectures throughout its his-
tory. (Kum, Oh, and Nam 2016) proposes a multi-column

'In this work, the terms transformation and augmentation have
the same meaning. We use the two terms alternatively throughout
the paper.
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deep neural network to learn a nonlinear mapping between
frame and melody. Subsequently, many convolutional neu-
ral network (CNN) based approaches have been developed
to better capture spectral-temporal information (Lu, Su et al.
2018; Su 2018; Chen, Li, and Chi 2019). For example,
(Chen, Li, and Chi 2019) proposes a two-stage CNN model
to simulate the cochlea and mimic the auditory cortex in an-
alyzing the spectral-temporal envelope. In addition, the use
of musical prior knowledge and structural priors has further
broadened the design of melody extraction models. For ex-
ample, voiced and unvoiced frames in audio can be indepen-
dently recognized (Hsieh, Su, and Yang 2019), or jointly de-
tected with classification tasks (Kum and Nam 2019). The
relationship between frequencies can be further captured
through multi-dilation or attention networks (Gao, You, and
Chi 2020; Yu et al. 2021a), or harmonic constant-Q trans-
form (HCQT) (Bittner et al. 2017). The separate prediction
of octave and pitch-class is proposed in (Chen et al. 2022)
to further enhance the octave accuracy and chroma accuracy
of the melody extraction. These models further improve the
melody extraction performance.

Semi-supervised Learning

Although dealing with the lack of labeled data is a critical
task in the era of deep learning, merely few studies (Kum
et al. 2020; Yu et al. 2021b) have been conducted for the
singing melody extraction task. As far as we know, Kum et
al. (Kum et al. 2020) used a pretrained teacher model to gen-
erate pseudo labels on unlabeled data so that the model can
train labeled data and unlabeled data. However, the model
is likely to make wrong prediction on unlabeled data, which
may lower the performance of this task. Actually, consis-
tency regularization (Laine and Aila 2017; Tarvainen and
Valpola 2017; Athiwaratkun et al. 2019; Xie et al. 2020)
has become a main research direction in the field of semi-
supervised learning. Therefore, it would be important if we
investigate existing consistency regularization algorithms in
the task of singing melody extraction and tailor a new con-
sistency regularization method for semi-supervised singing
melody extraction. Yu et al. (Yu et al. 2021b) proposed a
few-shot learning algorithm to address the imbalance dis-
tribution of the samples due to the scarce of labeling data.
Unfortunately, this algorithm can not utilize the large-scale
unlabeled music datasets and can not be used in the sce-
nario of semi-supervised learning. In this paper, we pro-
pose a self-consistency regularization method to perform
singing melody extraction using a large-scale unlabeled mu-
sic dataset.

Self-supervised Contrastive Learning

Contrastive learning currently is popular in many artificial
intelligence based applications. A number of self-supervised
contrastive learning models have achieved remarkable suc-
cesses in the field of computer vision, such as SimCLR
(Chen et al. 2020), MoCo (He et al. 2020), BYOL (Grill
et al. 2020), Siamese (Chen and He 2021). In the field of
music information retrieval and audio-based applications,
a number of pioneer works (Zhao et al. 2022; Zhu et al.
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Figure 1: The framework of the proposed MCSSME. The blue and red arrows denote data flows of the source and target
domains, respectively. The black arrow denotes the shared data streams. The feature extractor is pyramid-shaped, which has M
layers. Each layer is forced to make predictions of melody extraction for thereafter self-consistency regularization. We define

the outputs of the M-th layer as the final prediction.

2021; Choi et al. 2022; Li et al. 2023) have applied self-
supervised contrastive learning to the specific tasks. Zhao et
al. (Zhao et al. 2022) proposed to combine Moco and Swin
Transformer to learn music representation for music genre
classification. Choi et al. (Choi et al. 2022) proposed a self-
supervised method to extract music representation based on
Siamese for general MIR purpose. Li et al. (Li et al. 2023)
propose a multi-task contrastive learning method on sleep
stage prediction. Despite the successes these works, they
are not intended for pixel-level tasks in MIR. For singing
melody extraction task, currently there is no research works
using self-supervised learning to obtain more accurate re-
sults. In this work, to address the generalization limitation,
we propose a contrastive embedding learning to unlabeled
data. In this process, the embedding strengthens the intra-
class compactness and inter-class separability, which can
typically address the issue of data generalization.

Methodology

The overview of the proposed framework is presented in
Fig.1. Inputs are from two domains: popular songs and clas-
sic songs. Transformations are applied to the raw wave-
form of music signal. We choose to use MSNet (Hsieh, Su,
and Yang 2019) as the feature extractor of MCSSME. A
multi-task module is designed to predict transformed labels
and singing melody extraction. At the same time, we per-
form self-consistency regularization, contrast learning and
domain classification between the two groups of the gener-
ated music representations. We will introduce each compo-
nent in the following subsections.
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Semi-supervised Learning Setup

In this paper, raw waveform music signals are from both
labeled and unlabeled data. For the source domain data,
the music signals are denoted as D*® {D;,D;}.
Dls {(xlay1)7(x27y2)7"'7(:I;nyM)} and D»i
U1, Uz, ..., uy } denotes labeled music data and unlabeled
music data, respectively. M and N are the number of la-
beled data and unlabeled data. 7" denotes the total number
of whole source dataset, and M + N = T2. The learning
objective function is constructed in the following form:

min{L; (D} ,0) + ALL(D;,0)}, (1)
where Lj is the loss of supervised learning and L;, is the loss
of unsupervised learning, respectively. A is a non-negative
parameter controlling the weight between L; and L,,. 0 rep-
resents the parameters of our proposed framework.

Self-consistency Regularization for Singing Melody
Extraction

The aim of self-consistency regularization (SCR) is to
better utilize the pseudo labels generated from unlabeled
data and alleviate the data scarcity. Since lots of popular
singing melody extraction model are pyramid-shaped, such
as MSNet (Hsieh, Su, and Yang 2019), FTANet (Yu et al.
2021a). Inspired by these pyramid-shaped models, we de-
sign a self-consistency regularization method as shown in
Fig. 2.

2Please note that D°, Dy, D;, M, N and T are only defined
on the source domain data.
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We perform self-consistency regularization on both la-
beled and unlabeled data, the augmented data (i.e., trans-
formed data) is fed into the feature extractor to extract task-
specific features. We then fuse the feature maps from dif-
ferent levels to generate predictions within a feature fusion
module (FFM). The feature fusion module accepts a feature
map from low-resolution outputs and a feature map from
current stage. Then the feature map from low-resolution per-
forms upsampling to have the same shape with the feature
map from current stage. Finally, a element-wise addition is
performed to fuse the two feature maps. This process can be
described:

FFM(-Flovacurr> = Fcur'r D a- up(ﬂow)a (2)

where Fj,, and F,,,, denote the feature maps from low-
level outputs and current stage, respectively. & denotes the
element-wise addition, up(-) denotes the process of upsam-
pling and « is weight parameter controlling how much low-
level information is fused. Then the outputs from FFM are
fed to the prediction layer to obtain predictions.

After obtaining the predictions from different levels, KL
divergence is employed to calculate the difference between
predictions from FFM and final prediction. The loss function
can be formulated:

1 1

Lyer = ———
T |Dul |st]

Z Z KL(Ffinah Fstageij>7 (3)

€D, jEst

where st € {1,2,3,4}. We also proposed to use L. as a
threshold to select unlabeled data adding them into the train-
ing set.

Signal Transformation Classification

In this work, we propose to use signal transformation on the
unlabeled raw music signals, the transformed raw music sig-
nals are then used to improve the representation capability
of the network via recognizing the transformations. To this
end, we perform four signal transformation on the raw music
signals: Noising, Filtering, Rotation, Shuffle.

Noising: We add white noise onto the raw music signals
s;. The generated signals can be denoted: s/,.

Filtering: Each of music signal s, is fed into the Savitzky-
Golay Filter to reduce noise, which generates transformed

signal s'.
Rotation: The raw music signal s; is rotated within a
fixed interval. Let s; = {si,Siy, ..., i, }» Where ¢t €

{1,2,3,..., R}. R denotes the number of samples in s;.
Then we perform rotation on s;, which generates s, =
{84,s8i,41y -y Siy Sins -y Si,—1 - 1 is chosen randomly
from (1, R). Finally, we can obtain the rotated raw music
signals /.

Shuffle: We randomly shuffle the samples in the signal s;,
and the generated shuffled music signals can be denoted s;
Note that we can get the shuffled order number, which can
be used to recover the shuffled prediction of melody contour.

We perform the above transformations on both labeled
and unlabeled data to obtain transformed music signals
St = {83, 8%, 57, 8, }. Such transformations do not change

the dimension of music signals. We also record the labels
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Figure 2: Detailed architecture of the proposed self-
consistency regularization. The blue arrows denote the up-
sample or downsample process.

of the signal transformation in order to identify the trans-
formation of tasks. The feature extractor would be required
to understand the latent structure of the signal for recogniz-
ing the four transformations. Therefore, multi-task learning
is applied to attach transformation classification task to our
proposed singing melody extraction framework in order to
not only learn task-specific features, but also the general
features from the transformations of music signal. The fea-
ture extractor is trained to recognize the four transformation
tasks by the following loss function:

33 Lop(Go(ST(si,0)), ),

ceC s, €D

1
Lir =17 )

where C' stands for the set of the above mentioned four kinds
of transformations. ST'(s;,c) denotes performing ¢ signal
transformation on s;, and Gy is the neural network with pa-
rameter 6. The loss L., denotes the standard cross entropy
loss.

Domain Classification

In this work, we use popular music tracks as the source do-
main data and classic music tracks as the target domain data.
The target domain data does not attend other components of
MCSSME, such as SCR, melody extraction, transformation
prediction and contrastive learning. To improve the robust-
ness of MCSSME, we also perform transformation on the
target domain data, and then the data is passed through the
shared feature extractor. Finally, the learned feature map is
fed into a three-layer domain classifier to perform domain
classification. Let W denotes the raw signals data in both
domains and their transformed data. The loss function is cal-
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culated:
-1

de = Tt
W]

Z LCE(DC(Si)a ydsi)’

s; eW

&)

where yq4,, denotes the domain label of the example s;,
DC(.) denotes our proposed domain classification module.

Contrastive Learning for Singing Melody
Extraction

The raw music signals S {s1,82,...,8n} are
transformed by the signal transformation mod-
ule mentioned above to generate 7' signal pairs
St = {(Sllrvs/lws/lfvs/lsL'-'7(S/TT’S/TH’S/TNS/TS)}'
We first perform STFT on the raw signals and then we use
MSNet (Hsieh, Su, and Yang 2019) as feature extractor to
extract feature embeddings h and hy = {h,, hy, by, hs}.
We propose to use these pairs to perform contrastive
learning for better music representation. For each h;,
we calculate the similarity between h; and h’' € hy, the
transformed features are considered as positive pairs and
others as negative pairs. Similar to SimCLR (Chen et al.
2020), we choose to use cosine similarity to calculate the
similarity between h; and h':

T
[Pl

For labeled data Dj and unlabeled data D;,, we consider
two different strategies. For unlabeled data D;, we choose
the raw signal and the corresponding transformed data as
positive pairs. The contrastive learning on unlabeled data

can be described:

sim(hi, h') = cos(h;, h') 6)

exp(sim(hq, hj,)/T)
> i €xp(sim(hi, by, ) /7)

where T is a temperature parameter, we set 7 to 0.5 as de-
fault.

For labeled data D;, inspired by SupCon (Khosla et al.
2020) we choose not only the corresponding transformed
data as positive pairs, but also the other raw signals belong
to the same class, the loss function is as follow:

Zjew exp(sim(h;, h;)/T)
Zk,@\% exp(sim(h;, hi)/T)

where ~; denotes the set that contains the embeddings from
transformed data of s; and other embeddings from signals
has the same label with s;, v contains all labeled data and its
transformations, and \ denotes the remove operation of the
set.

Loy = —log )

Ly = —log

®)

Experiments
Datasets

We train and evaluate our proposed MCSSME framework
on several public datasets, the descriptions of the datasets
we used are listed in Table 1. For the training data, we first
choose 1000 popular music tracks from MIR-1K (Hsu and
Jang 2010) and 30 popular music tracks from MedleyDB
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Dataset Number  Dur. S/T
Training MIR-1K 1000 2hI3m S
(Labeled) = MedleyDB 30 1h58m S

Training

(Unlabeled) FMA 2000 15h S
Training MedleyDB 20 1h20m T
(Unlabeled) RWC 24 2h58m T
ADC2004 12 4min -
Testing MIREX 05 9 4mip -
Medley DB 12 48min -
iKala 262 2h6m -

Table 1: The detailed descriptions of the datasets for train-
ing and testing the proposed framework MCSSME. “S/T”
denotes the the dataset belongs to source domain or target
domain.

(Bittner et al. 2014) with melody annotated. Then we also
choose 2000 popular music tracks from FMA dataset (Def-
ferrard et al. 2017) without labels. To train the proposed do-
main classifier, we also introduce 20 classic music tracks
from MedleyDB dataset and 24 classic music tracks from
RWC dataset (Goto et al. 2002). For the testing data, we use
four well-known testing datasets for this task: 12 tracks from
ADC2004, 9 tracks from MIREXO053, 12 tracks from Med-
leyDB and 262 tracks from iKala (Chan et al. 2015).

Experiment Setup

Following the convention in the literature (Salamon et al.
2014), we use the following metrics for performance evalu-
ation: overall accuracy (OA), raw pitch accuracy (RPA), raw
chroma accuracy (RCA), voicing recall (VR) and voicing
false alarm (VFA). We use mir eval library [19] with the de-
fault setting to calculate the metrics. For each metric other
than VFA, the higher score, the higher performance. In the
literature, OA is often considered more important than other
metrics.

The proposed framework is implemented using PyTorch
4 All experiments are conducted on a machine with two
NVIDIA RTX 3090 GPUs. For a fair comparison, we train
the baseline models using the same training data. Following
(Hsieh, Su, and Yang 2019), we choose to use a set of input
representations. It contains three parts: (1) the generalized
cepstrum(GC) (Kobayashi and Imai 1984), (2) the general-
ized cepstrum of spectrum (GCoS) (Su 2017), (3) the Com-
bined Frequency and Periodicity (CFP) spectrum (Su 2018).
In this work, the audio files are resampled to 8 kHz and
merged into one mono channel following (Yu et al. 2021a).
Data representations are computed with a Hanning window
of 768 samples and hop size of 80 samples. To adapt the
pitch ranges required in singing melody extraction, follow-
ing (Hsieh, Su, and Yang 2019), we set hyper-parameters
in computing the CFP for our model. For vocal melody ex-
traction, the number of frequency bins is set to 320, with 60
bins per octave, and the frequency range is from 31 Hz (BO)

3https://labrosa.ee.columbia.edu/projects/melody
*https://pytorch.org
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Dataset
Methods ADC2004 MIREX 05
OA RPA RCA VR VFA | OA RPA RCA VR VFA

DSM 628 614 648 702 192 | 684 702 724 80.7 342
MSNet 70.1 713 732 756 213 | 81.7 7677 769 83.6 18.6
MD+MR 712 724 738 73.1 247 | 80.8 772 778 813 248
Teacher-student 73.1 728 748 776 16.8 | 82.1 783 792 824 19.2
FTANet 724 738 752 773 249 | 844 797 800 838 5.1
HGNet 71.3 728 731 749 237 | 80.1 774 783 805 21.7
MCSSME (ours) | 76.7 78.1 789 80.8 203 | 85.6 838 84.2 873 13.7

Table 2: The performances of the proposed MCSSME and baseline methods on the ADC2004 and MIREX 05 datasets, the

values in the table are percentile.

h]/?;lttﬁzfc:lts MedleyDB iKala

OA RPA RCA VR VFA | OA RPA RCA VR VFA
DSM 642 503 51.7 612 442 | 681 743 748 772 219
MSNet 669 472 484 532 126 | 77.6 797 804 80.8 12.7
MD+MR 67.1 486 499 538 213 | 780 802 813 814 293
Teacher-student | 68.1 49.0 496 583 29.7 | 76,7 764 782 79.1 369
FTANet 68.8 502 514 632 273 | 803 824 84.0 847 256
HGNet 653 454 462 517 249 | 787 80.0 80.6 815 249
MCSSME (ours) | 734 568 574 642 162 | 84.7 858 862 883 9.2

Table 3: The performances of the proposed MCSSME and baseline methods on the MedleyDB and iKala datasets, the values

in the table are percentile.

to 1250 Hz (D#6).

Experimental Results

Comparison with State-of-the-art Methods We com-
pare our framework with six state-of-the-art (SOTA) meth-
ods for singing melody extraction: (1)DSM (Bittner et al.
2017), (2) MSNet (Hsieh, Su, and Yang 2019), (3) MD+MR
(Gao, You, and Chi 2020), (4) Teacher-student (Kum et al.
2020) (5) FTANet (Yu et al. 2021a), (6) HGNet (Yu, Chen,
and Li 2022). To demonstrate the effectiveness of our pro-
posed method, we train the proposed framework MCSSME
and compare our method with other baseline methods. The
quantitative results are shown in Table 2 and Table 3. It is
observed that with assisted unlabeled music data, our pro-
posed MCSSME achieves the best performance on four pub-
lic testing sets in general. For comparison with other base-
lines, when focusing on OA, the proposed method outper-
forms FTANet by 5.9% in ADC2004, by 1.4% in MIREX
05, by 6.7% in Medley DB and by 5.5% in iKala, relatively.
When comparing with semi-supervised methods on OA, the
proposed method outperforms Teacher-student by 4.9% in
ADC2004, by 4.3% in MIREX 05, by 7.8% in Medley DB
and by 10.4% in iKala, relatively. It is worthy to mention that
the effectiveness of our method is from the self-consistency
regularization and contrast learning compared with the per-
formance of a semi-supervised model Teacher-student (Kum
et al. 2020).

Qualitative Analysis To investigate the quality of music
representation learned from our proposed MCSSME, we vi-
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Figure 3: Visualization of the learned music representation
via t-SNE. The left is the distribution of the raw signals.
The right is the distribution of learned music representations.
Different colors denote various examples with different fre-
quencies.

sualize the learned representation via t-SNE. We use 12 pop-
ular music tracks to perform t-SNE, as observed in Fig. 3, the
left is the distribution of the raw signals. The right is the dis-
tribution of learned music representations. representations
are well clustered. Owing to the proposed MCSSME frame-
work, the predictions of our method have more smooth con-
tours and the examples with the same frequency are closer
to each other.

Ablation Study To investigate the effectiveness of the key
components in our framework, we conduct ablation studies
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Dataset
Methods ADC2004 MIREX 05
OA RPA RCA | OA° RPA RCA

w/o DC 73.1 746 752 | 853 834 84.0
w/o SCR 740 748 756 | 819 80.8 81.5
w/o CL 747 763 77.1 83.2 81.6 823
w/o TR 753 774 779 | 84.0 82.1 829
MCSSME | 76.7 78.1 789 | 85.6 83.8 84.2

Table 4: Results of Ablation Study on ADC2004 and
MIREX 05 dataset. The values in the table are percentile.
“w/o DC” and “w/o SCR” denote without domain classifier
and self-consistency regularization respectively. “w/o CL”
stands for without contrastive learning. “w/o TR” stands for
without signal transformation.

and the quantitative results are presented in Table 4. We first
remove the domain classifier and direct train the source do-
main data. As observed in Table 4, the performances of OA
decreased by 4.7% in ADC2004 and 0.3% in MIREX 05.
There is no surprise that MIREX 05 decreased less than in
ADC2004, because the music tracks in MIREX 05 are pop-
ular music. We then remove the SCR module, the perfor-
mances of OA decreased by 3.5% in ADC2004 and 4.3% in
MIREX 05. The observation indicates that the use of self-
consistency regularization helps improve the performance
of singing melody extraction. Next, we remove the con-
trast learning module, the performances of OA decreased
by 2.6% in ADC2004 and 2.8% in MIREX 05. Finally, we
remove the signal transformation, the performances of OA
decreased by 1.8% in ADC2004 and 1.9% in MIREX 05.
The results show that the proposed multi-task learning can
indeed help alleviate the limitation of data scarcity. Over-
all, the key components of our framework MCSSME are
tightly incorporated and collaboratively devote to remark-
able results.

Case Study To investigate what types of errors are solved
by the proposed model, a case study is performed on two
opera songs: “opera male3.wav” and “opera male5.wav” in
the ADC2004 dataset. We choose MSNet (Hsieh, Su, and
Yang 2019) to compare with due to its effectiveness and pop-
ularity. As depicted in Fig. 4, we can observe that there are
fewer octave errors in diagram (a) and (c¢) than in diagram (b)
and (d). Moreover, from 1000-1200 ms in the diagram (d),
we can find some errors that predict the wrong frequency
bin near the right one, which are correctly predicted in dia-
gram (c). Through the visualization of the predicted melody
contour, we can say that the performance gains of the pro-
posed model can be attributed to solving the octave errors
and other errors. However, we can also observe that there
seem to be more the melody detection errors (i.e., predicting
anon-melody frame as a melody one) than in MSNet (Hsieh,
Su, and Yang 2019). We analyzed our proposed model, we
found the reason lies in the signal transformation, it will de-
crease the number of non-melody frames, we leave this as a
future research topic.
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Figure 4: Visualization of singing melody extraction results
on two opera songs using different models.

Conclusion

In this paper, we propose a multi-task contrastive learning
framework for semi-supervised singing melody extraction,
MCSSME. Specifically, to deal with data scarcity limitation,
we propose a self-consistency regularization (SCR) method
to select right pseudo labels on the unlabeled data. Transfor-
mations are applied to the raw signal of polyphonic music,
which makes the network to improve its representation ca-
pability via recognizing the transformations. We further pro-
pose a novel multi-task learning (MTL) approach to jointly
learn singing melody extraction and classification of trans-
formed data. To deal with generalization limitation, we also
propose a contrastive embedding learning, which strength-
ens the intra-class compactness and inter-class separability.
To improve the generalization on different music genres, we
also propose a domain classification method to learn task-
dependent features by mapping data from different music
genres to shared subspace. MCSSME evaluates on a set of
well-known public melody extraction datasets with promis-
ing performances. The experimental results demonstrate
the effectiveness of the MCSSME framework for singing
melody extraction from polyphonic music using very limited
labeled data scenarios. This work has provided another ver-
ification of the feasibility for integrating contrastive learn-
ing strategy with semi-supervised framework to improve the
learning ability of semi-supervised models.
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