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Abstract

Compound-Protein Interaction (CPI) prediction aims to pre-
dict the pattern and strength of compound-protein interac-
tions for rational drug discovery. Existing deep learning-
based methods utilize only the single modality of protein se-
quences or structures and lack the co-modeling of the joint
distribution of the two modalities, which may lead to signifi-
cant performance drops in complex real-world scenarios due
to various factors, e.g., modality missing and domain shift-
ing. More importantly, these methods only model protein se-
quences and structures at a single fixed scale, neglecting more
fine-grained multi-scale information, such as those embedded
in key protein fragments. In this paper, we propose a novel
multi-scale Protein Sequence-structure Contrasting frame-
work for CPI prediction (PSC-CPI), which captures the de-
pendencies between protein sequences and structures through
both intra-modality and cross-modality contrasting. We fur-
ther apply length-variable protein augmentation to allow con-
trasting to be performed at different scales, from the amino
acid level to the sequence level. Finally, in order to more fairly
evaluate the model generalizability, we split the test data into
four settings based on whether compounds and proteins have
been observed during the training stage. Extensive experi-
ments have shown that PSC-CPI generalizes well in all four
settings, particularly in the more challenging “Unseen-Both”
setting, where neither compounds nor proteins have been ob-
served during training. Furthermore, even when encounter-
ing a situation of modality missing, i.e., inference with only
single-modality data, PSC-CPI still exhibits comparable or
even better performance than previous approaches.

Introduction
While various experimental assays (Bleicher et al. 2003; In-
glese and Auld 2007; Mayr and Bojanic 2009) have been
applied to screen drug candidates, identifying valid drugs
with desirable properties from the enormous chemical space
(estimated to contain 1060 potential “drug-like” molecule
compounds (Bohacek, McMartin, and Guida 1996; Karimi
et al. 2020)) is still expensive and time-consuming. To over-
come this bottleneck, a number of computational methods
for Compound-Protein Interaction (CPI) prediction (You
et al. 2020; Karimi et al. 2020; Gao et al. 2018; Lim et al.
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2021) have been proposed to screen drugs virtually in a high-
throughput way. The primary purpose of CPI prediction is
to facilitate drug discovery by predicting the interaction pat-
tern (e.g., contact map) and strength (e.g., binding affinity)
of the CPI. An example of the compound-protein interaction
between the protein target of dipeptidyl peptidase-4 (DPP-4)
and the molecular drug of alogliptin is shown in Fig. 1.
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Figure 1: An illustration of Compound-Protein Interaction.

Computational methods for CPI prediction can be mainly
divided into two categories: simulation-based methods and
deep learning-based methods. Molecular docking (Trott and
Olson 2010; Verdonk et al. 2003; Fan, Fu, and Zhang 2019;
Pinzi and Rastelli 2019; Lin et al. 2023; Sethi et al. 2019)
and molecular dynamics simulations (Salo-Ahen et al. 2020;
Hollingsworth and Dror 2018) are two typical simulation-
based methods. They utilize unimodal 3D protein structures
to predict both the interaction sites as well as the bind-
ing postures. Despite the remarkable success, these methods
(1) rely heavily on the availability of protein 3D structures
and (2) require tremendous computational resources and are
very time-consuming. With the development of deep learn-
ing techniques, there have been many deep learning-based
methods (Lim et al. 2021) proposed for high-efficiency CPI
prediction, making it possible to achieve large-scale drug
screening in a relatively short time. Moreover, a large num-
ber of protein structure-free methods (Gao et al. 2018; Li
et al. 2020; Karimi et al. 2020; Gao et al. 2023) are pro-
posed to reduce the reliance on protein 3D structures. They
can accurately predict the CPIs using only the protein se-
quences. However, it is the structure of a protein, rather than
its sequence, that is the key to determining its functions and
interactions with compounds. To combine the strengths of
the two modalities, a recent work (You and Shen 2022) pro-
poses to integrate the representations of protein sequences
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and structures through a complex cross-attention architec-
ture, but it fails to model sequence-structure dependencies.

A desirable framework for CPI prediction should gener-
ally be efficient, effective, and generalizable, while two ma-
jor bottlenecks deriving from real-world data may hinder
the development of CPI methods. Modality Missing: While
joint modeling of sequence-structure is of great benefit for
CPI prediction during training, a problem often encountered
in practical inference is modality missing, i.e., there is only
ONE protein modality, either sequence or structure, that is
available for inference. More importantly, we cannot pre-
suppose which modality of protein data (or both) we can
obtain. Domain Shifting: Most existing methods work well
on trainset-homologous test data but are hard to generalize to
more practical (trainset-heterologous) test data, where com-
pounds, proteins, or both have never been observed during
training. Thus, how to deal with the train-test gaps in real-
world scenarios is still an important issue for CPI prediction.

In this paper, we propose a novel multi-scale Protein
Sequence-structure Contrasting framework for CPI predic-
tion (PSC-CPI) to address the above challenges. Firstly,
PSC-CPI jointly pre-trains protein sequence and structure
encoders to capture their dependencies by intra-modality
and cross-modality contrasting. As a result, pre-trained se-
quence and structure encoders can enjoy the benefits of mul-
timodal information during training, but do not require two
protein modalities to be provided for inference. Secondly, a
variable-length protein augmentation module is introduced,
allowing both two contrasting to be performed at different
scales to capture fine-grained multi-scale information em-
bedded in key protein fragments. Finally, in order to more
fairly evaluate the model generalizability, we split the test
data into four settings based on whether compounds and pro-
teins have been observed during training. Extensive experi-
ments have shown that PSC-CPI generalizes well in all four
settings, particularly in the more challenging “Unseen-Both”
setting, where neither compounds nor proteins have been
observed during training. Furthermore, PSC-CPI performs
well for both unimodal and multimodal inference settings;
more importantly, even when inferring with protein data of
one single modality, PSC-CPI still demonstrates comparable
or even better performance than previous leading methods.
The source codes and related appendixes are available at:
https://github.com/LirongWu/PSC-CPI.

Related Work
Conventional Methods for CPI. Identifying compound-
protein interactions plays a very important role in drug dis-
covery. Since it is expensive and time-consuming to screen
drug candidates from a large chemical space through various
experimental assays (Bleicher et al. 2003; Inglese and Auld
2007; Mayr and Bojanic 2009), virtual screening by molec-
ular docking (Trott and Olson 2010; Fan, Fu, and Zhang
2019; Sethi et al. 2019) or molecular dynamics simulations
(Salo-Ahen et al. 2020; Hollingsworth and Dror 2018) has
been studied for decades with great success in drug discov-
ery. However, these simulation-based methods may not work
well when the 3D structure of the protein is unknown or the
number of known ligands is too small (Chen et al. 2020a).

Recent advances in deep learning have provided new in-
sights to reduce the reliance on 3D protein structures and
to develop deep learning-based methods for CPI prediction.

Deep learning-based Methods. Most deep learning-
based methods treat compounds as 1D sequences or molec-
ular graphs and treat proteins as 1D sequences and then
jointly perform representation learning and interaction pre-
diction in an end-to-end unified framework. For example,
DeepDTA (Öztürk, Özgür, and Ozkirimli 2018) and Deep-
ConvDTI (Lee, Keum, and Nam 2019) apply Convolutional
Neural Networks (CNNs) (LeCun, Bengio et al. 1995) to
extract low-dimensional representations of compounds and
proteins, concatenated them, and pass it into fully connected
layers to predict interactions. Similarly, GraphDTA (Nguyen
et al. 2021) treats compounds as molecular graphs and uses
Graph Neural Networks (GNNs) (Kipf and Welling 2016;
Wu et al. 2021a, 2022b, 2023) instead of CNNs to learn
compound representations. Besides, Recurrent Neural Net-
works (RNN) (Armenteros et al. 2020) are used by Deep-
Affinity+ (Karimi et al. 2020) to extract representations
from sequential compounds. To better integrate compound
and protein representations, TransformerCPI (Chen et al.
2020a) and HyperattentionDTI (Zhao et al. 2022) propose
to learn joint compound-protein representations using a self-
attentive mechanism. Recently, PerceiverCPI (Nguyen et al.
2023) proposes a cross-attention mechanism to improve the
learning ability of the representation of compounds and pro-
tein interactions. Despite the great success, the above works
have mostly modeled only the sequence information of pro-
teins through CNN, RNN, LSTM (Hochreiter and Schmid-
huber 1997), etc. However, it is the structure of a protein,
not the sequence, that determines its functions and interac-
tions with compounds. For this reason, an elaborate Cross-
Interaction architecture is proposed in (You and Shen 2022),
which improves CPI predictions by integrating the represen-
tations of protein sequences and structures. However, it fails
to capture the sequence-structure dependencies and works
only when both modalities are provided for inference.

Contrastive Learning on Proteins. Recent years have
witnessed the great success of Contrastive Learning (CL)
in protein representation learning (Wu et al. 2022a; Huang
et al. 2023a,b; Tan et al. 2023). However, most previous
studies have focused on contrasting within a single protein
modality, either sequence (Lu et al. 2020) or structure (Her-
mosilla and Ropinski 2022; Zhang et al. 2022). For example,
Contrastive Predictive Coding (CPC) (Lu et al. 2020) ap-
plies different augmentation transformations on the input se-
quence to generate different views, and then maximizes the
agreement of two jointly sampled pairs against that of two
independently sampled pairs. In addition, Multiview Con-
trast (Hermosilla and Ropinski 2022) proposes to randomly
sample two sub-structures from each protein, encoder them
into two representations, and finally maximize the similarity
between representations from the same protein while mini-
mizing that of different proteins. Despite the great progress
in single-modality contrasting, relatively little work is de-
voted to cross-modality contrasting learning on proteins.
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Figure 2: A high-level illustration of multi-scale protein sequence-structure contrasting framework for CPI prediction.

Methodology
A chemical compound can be represented by a molecular
graph GC = (VC , EC), where each node ai ∈ VC denote an
atom in the compound, and each edge ei,j ∈ EC denotes a
chemical bond between atom ai and atom aj . A protein with
NP amino acid residues can be denoted by a string of its se-
quence, S = (r1, r2, · · · , rNP

), where each residue ri is one
of the 20 amino acid types. The amino acid sequence S of
a protein can be folded into a stable structure GP , forming a
special kind of multimodal data P = (S,GP ). The protein
structure can be modeled as a protein graph GP = (VP , EP ),
where VP is the node set of NP residues, and EP ∈VP ×VP

is the set of edges that connects the residues. Given N pro-
teins {P(i)=(S(i),G(i)

P )}Ni=1 and M compounds {G(j)
C }Mj=1,

the compound-protein interaction prediction aims to learn
two mappings, GC×P → [0, 1]NC×NP and GC×P → R≥0,
that predict the interaction pattern and interaction strength
between compounds and proteins, respectively.

A General Framework for CPI Prediction
A general CPI prediction framework consists of four main
components: (1) compound encoder for extracting com-
pound representations from given compound graphs, (2)
multimodal protein representation learning for extracting
protein representations from given protein sequences, struc-
tures, or both two modalities, (3) pairwise interaction pat-
tern prediction for predicting the contact maps between
residues of a protein and atoms of a compound and learn-
ing compound-protein joint representations, and (4) interac-
tion strength prediction for predicting the compound-protein
binding affinity. A high-level overview of the proposed PSC-
CPI framework is illustrated in Fig. 2. Next, we introduce
key components (1)(3)(4) and defer the discussions of mul-
timodal protein representation learning until next section.

Compound Encoder. The compound encoder takes
molecular graph GC = (VC , EC) as input and learns a F -
dimensional node representation for each atom. In this pa-
per, we adopt Graph Convolutional Networks (GCNs) as the

compound encoder, which is a powerful variant of GNNs
that have been widely used as a feature extractor for vari-
ous graph data. Given a graph GC = (VC , EC), GCNs take
its adjacency matrix AC and node features XC as input and
output representation for each node. In this paper, we con-
sider a 3-layer GCN, which can be formulated as follows,

Zcomp = Âσ
(
Âσ

(
ÂXCW

0
)
W1

)
W2, (1)

where σ = ReLU(·), Â = D̂− 1
2 (AC + I)D̂− 1

2 represents
a normalized adjacency matrix, I is an identity matrix, and
D̂ is a diagonal degree matrix for (AC + I). In addition,
W0 ∈ Rd×F , W1 ∈ RF×F , and W2 ∈ RF×F are three
parameter matrices with the hidden dimension of F .

Pairwise Interaction Pattern Prediction. This module
takes as inputs compound representations Zcomp and pro-
tein representations Zprot, first transforms them into a low-
dimensional latent space by two independent linear trans-
formations Wcomp and Wprot, then computes the interac-
tion intensity by inner product for each residue-atom pair,
and finally normalize it to obtain the interaction intensity
Pcont[m,n] between m-th atom and n-th residue, as follows

Pcont[m,n] =
P′[m,n]∑
i,j P

′[i, j]
,where

P′ = Sigmoid
((

σ(Zcomp)Wcomp)(σ(Zprot)Wprot)T). (2)

To obtain the compound-protein joint embeddings, we cal-
culate the Manhattan product of representations of each
residue-atom pair and add them with Pcont as weights,

zjoint =
∑
m,n

(
Pcont[m,n] ·

(
Zcomp

m ⊙ Zprot
n

))
∈ RF , (3)

where Zcomp
m and Zprot

n are representations of the m-th atom
in the compound and n-th residue in the protein.

Interaction Strength Prediction. We take their joint em-
beddings zjoint as input and map it from a high-dimensional
space to a non-negative value yaff, i.e., the binding affinity.
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Figure 3: Illustration of multi-scale protein sequence-structure contrastive framework, where a length-variable augmentation
module is used to generate subsequences {S(i,k)}Kk=1 of different lengths and corresponding subgraphs {G(i,k)

P }Kk=1, which are
then encoded separately by sequence and structure encoders to perform intra- and cross-modality contrasting at different scales.

Specifically, this module consists of a layer of 1D convolu-
tion Conv(·), a layer of maximum pooling Max(·), and a
3-layer multilayer perceptrons MLP(·), formulated as

yaff = MLP
(
Max

(
Conv(zjoint)

))
∈ R≥0. (4)

Multi-Scale Sequence-Structure Contrasting
This paper aims to design an architecture-agnostic frame-
work that is applicable to a variety of sequence and struc-
ture encoders. More importantly, we expect this framework
to well handle the modality missing problem during in-
ference, i.e., to work well regardless of whether the pro-
tein sequence, the structure, or both modalities are provided
for the inference. To achieve this, a multi-scale sequence-
structure contrasting framework is proposed, as shown in
Fig. 3, which fully captures the sequence-structure depen-
dencies and multi-scale information through length-variable
protein augmentation and intra-/cross-modality contrasting.

Length-Variable Protein Augmentation. Data augmen-
tation plays a very important role in the common contrastive
learning frameworks (Wu et al. 2021b; He et al. 2020; Gao
et al. 2022; Devlin et al. 2018; Radford et al. 2019). The
main purpose of data augmentation is to generate different
augmented views that share the same or similar semantics as
the original one. The two main challenges for data augmen-
tation on proteins are: (1) length diversity, different proteins
may have different sequence lengths, and (2) key segment
variability, key fragments on different proteins may have
very different lengths and be located at different positions
on the sequence. To tackle these challenges, we augment
protein data by sampling length-variable consecutive seg-
ments (subsequences) from the entire protein sequence and
extracting the corresponding subgraphs. Traditional aug-
mentation methods generally sample protein subsequences
with the same length or length ratio and then fix them be-
fore training. In this paper, we generate augmented subse-
quences {S(i,k)}Kk=1 of different lengths and corresponding
subgraphs {G(i,k)

P }Kk=1 for each protein P = (S(i),G(i)
P ) in

each training epoch. As training proceeds, the length of the
augmented protein subsequences keeps changing, enabling

the model to “see” the same protein at more different scales,
thus capturing more multi-scale information in the protein.

Intra- and Cross-modality Contrasting. Two different
contrastive learning objectives, i.e., intra-modality contrast-
ing and cross-modality contrasting, are introduced in our
framework to capture multi-scale information within protein
sequences or structures and cross-modality dependencies.
Firstly, we feed the i-th protein sequence S(i) and the aug-
mented subsequences {S(i,k)}Kk=1 into a sequence encoder
fseq(·) to output the sequence representations, as follows

hS
i = fseq(S

(i)),hi,k = fseq(S
(i,k)) (5)

where 1 ≤ i ≤ N , 1 ≤ k ≤ K, and K is the number of
subsequences. Similarly, we feed the i-th protein graph G(i)

P

and the augmented subgraphs {G(i,k)
P }Kk=1 into a structure

encoder fstr(·) to output the structure representations,

sGi = fstr(G(i)
P ), si,k = fstr(G(i,k)

P ). (6)
Following SimCLR (Chen et al. 2020b) and JOAO (You
et al. 2021), two different two-layer MLP projection heads,
denoted as g1(·) and g2(·), are further applied to map se-
quence and structure representations to a lower-dimensional
space, respectively. Next, a contrastive objective function
consisting of intra-modality and cross-modality contrasting
is defined to pre-train the sequence and structure encoders.
For intra-modality contrasting, we treat a protein sequence
(protein graph) and its subsequence (subgraph) as a positive
pair and subsequences from other proteins (protein graphs)
in the same batch as negative pairs, which can be defined as

Lintra =−
N∑
i=1

K∑
k=1

(
log

e(sim(g1(h
S
i ),g1(hi,k))/τ)∑B

b=1 e
(sim(g1(hS

i ),g1(hb,k))/τ)︸ ︷︷ ︸
intra-modality (protein sequence)

+ log
e(sim(g2(s

G
i ),g2(si,k))/τ)∑B

b=1 e
(sim(g2(sGi ),g2(sb,k))/τ)︸ ︷︷ ︸

intra-modality (protein graph)

)
.

(7)

where B is the batch size, sim(·, ·) denotes the cosine
similarity, and τ is the temperature coefficient. The intra-
modality contrasting of Eq. (7) transfers knowledge from
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Figure 4: (a) Pre-training on known protein sequence-structure pairs by multi-scale contrasting. (b)(c)(d) Three inference set-
tings where only protein sequences, structures, or both modalities are provided.

protein fragments of different lengths to the final repre-
sentations by maximizing the mutual information of subse-
quences (subgraphs) and full sequence (protein graph). Con-
versely, cross-modality contrasting defined in Eq. (8) aims
to capture the sequence-structure dependencies by making
the subsequence and subgraph of the same protein frag-
ment share similar semantics at different scales. Specifically,
cross-modality contrasting treats subsequence and subgraph
from the same protein as a positive pair, defined as

Lcross =−1

2

N∑
i=1

K∑
k=1

(
log

e(sim(g1(hi,k),g2(si,k))/τ)∑B
b=1 e

(sim(g1(hi,k),g2(sb,k))/τ)

+ log
e(sim(g2(si,k),g1(hi,k))/τ)∑B
b=1 e

(sim(g2(si,k),g1(hb,k))/τ)

)
.

(8)

Finally, the total loss function used for the pre-trained se-
quence and structure encoders can be defined as

Lpre = Lcross + αLintra, (9)

where α is a hyperparameter to trade-off between two losses.

Training and Inference
Training. The CPI prediction mainly involves two down-
stream tasks, i.e., strength prediction and pattern prediction.
When we know the ground-truth interaction strength ytrue

i,j
between i-th protein and j-th compound, the objective func-
tion for CPI strength prediction is defined as follows,

Laff =
1

M ·N

N∑
i=1

M∑
j=1

∣∣ytrue
i,j − yaff

i,j

∣∣2 . (10)

Similarly, if we know the ground-truth interaction pattern
Ptrue

i,j between i-th protein and j-th compound, the objective
function for CPI pattern prediction is defined as follows,

Lcont =
1

M ·N

N∑
i=1

M∑
j=1

∥∥Ptrue
i,j −Pcont

i,j

∥∥2
F

+β
(
∥Pcont

i,j ∥group + ∥Pcont
i,j ∥fused + ∥Pcont

i,j ∥1
)
,

(11)

where ∥Pcont
i,j ∥group (Scardapane et al. 2017), ∥Pcont

i,j ∥fused

(Tibshirani et al. 2005), and ∥Pcont
i,j ∥1 are three structure-

aware sparsity regularization adopted by (Karimi et al. 2020)
to control the sparsity of the interaction contact map Pcont

i,j .

Inference. While it is feasible to train the model using a
small number of known sequence-structure pairs, it is overly
demanding to acquire both the sequence of a protein and its
structure for inference. The number of known protein struc-
tures is orders of magnitude lower than the size of the se-
quence dataset due to the challenges of experimental protein
structure determination (Zhang et al. 2022). The extreme
data imbalance in the two modalities may lead to a modal-
ity missing problem, i.e., existing works, while they may
work well in one modality, are hard to extend to the other
modality. For a more practical application scenario, we can-
not presuppose which modality of protein data (or both) will
be available, so developing a general framework suitable for
both unimodal and multimodal inference is one of the con-
tributions of this paper. In this paper, we have not directly in-
tegrated protein sequences and structures through architec-
tural designs. As an alternative, we pre-trained sequence and
structure encoders by performing cross-modality contrasting
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using a small number of known sequence-structure pairs,
aimed at aligning the representation space of sequences and
structures. Consequently, despite “seeing” only the protein
sequence (structure), the representations output by the pre-
trained sequence (structure) encoder also contain part of
the structural (sequential) information. As a result, the pre-
trained sequence and structure encoders enjoy the benefits of
multimodal information during training, but do not require
both two protein modalities to be provided for inference.

Illustrations and Pseudo-Code. We provide in Fig. 4 il-
lustrations of the training and three inference settings. Tak-
ing multimodal inference with protein sequences and struc-
tures as an example, the pseudo-code for pre-training, fine-
tuning, and inference is summarized in Appendix A.

Time Complexity Analysis. As PSC-CPI is architecture-
agnostic, we do not discuss here the time complexity of
compound encoder, protein sequence and structure encoder.
The time complexity of remaining key modules in PSC-CPI
is as follows: (1) Multi-scale Contrasting O(KN2F ); (2)
Pattern Prediction O(MNF ); and (3) Strength Prediction
O(NF ), where F is the dimensions of hidden space and K
is the number of subsequences. The total time complexity
O(KN2F+MNF ) is square and linear w.r.t the number of
proteins N and the number of compounds M , respectively.

Experiments
Experimental Setups
Datasets. The experiments are mainly conducted on a public
compound-protein dataset (You and Shen 2022; Karimi et al.
2020), namely Karimi, which contains 4,446 pairs between
1,287 proteins and 3,672 compounds that are collected from
PDBbind (Liu et al. 2015) and BindingDB (Liu et al. 2007).
To better evaluate the generalizability, we split the test data
into four subsets based on whether compounds and pro-
teins have been seen in the training data: (1) Seen-Both (591
pairs): both have been seen; (2) Unseen-Comp (521 pairs):
only proteins have been seen; (3) Unseen-Prot (795 pairs):
only compounds have been seen; and (4) Unseen-Both (202
pairs): both have never been seen. A statistical histogram
of the length of the protein and the number of atoms in
the compound is shown in Fig. 5. In addition, three com-
mon datasets, Davis (Davis et al. 2011), KIBA (Tang et al.
2014), and Mert (Metz et al. 2011), are further used to evalu-
ate the Unseen-Both setting, and we apply RaptorX-Contact
(Xu 2019) to obtain their corresponding protein graphs from
protein sequences. Note that unlike previous protein pre-
training methods for learning transferable knowledge from
large amounts of unlabeled data, this paper aims to facilitate
CPI prediction by capturing sequence-structure dependen-
cies with a small number of known sequence-structure pairs,
and thus we only pre-train on the same data provided by the
downstream task without using additional unlabeled data.
Hyperparameter. The hyperparameters are set the same for
all four datasets: Adam optimizer with learning rate lr = 5e-
5, weight decay decay = 5e-4, β = 0.001, and Epoch E =
200. The other dataset-specific hyperparameters are deter-
mined by an AutoML toolkit NNI with the search spaces
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Figure 5: Histogram of proteins and compounds on Karimi.

as hidden dimension F = {64, 128, 256, 512}; batch size
B = {16, 32, 64}, temperature τ = {0.1, 0.3, 0.5, 0.8}, loss
weight λ = {0.1, 0.3, 0.5, 0.8, 1.0}, and K = {1, 3, 5, 10}.

Comparative Results
To evaluate the effectiveness of PSC-CPI under modality
missing during inference, we report the performance of CPI
pattern prediction (measured by AUPRC) and strength pre-
diction (measured by RMSE) under four different test data
splits on the Karimi dataset in Table. 1. We first train the
model using a small number of known sequence-structure
pairs and then test its generalization under three different in-
ference settings, where protein sequence, structure, or both
modalities are provided. For unimodal inference with only
protein sequences or structures, we adopt HRNN and GAT
(Veličković et al. 2017) as sequence encoder and struc-
ture encoder, respectively. For multimodal inference with
both sequences and structures, we concatenate the outputs
of HRNN and GAT as final representations. We can ob-
serve from Table. 1 that: (1) Strengths of multimodality. The
protein sequences and structures have their own strengths
for different tasks; for example, sequences are more ben-
eficial for strength prediction, while structures help more
in predicting interaction patterns. However, inference with
both modalities, either pre-trained w/ and w/o PSC, com-
bines their strengths and outperforms both individual modal-
ities. (2) Applicability to different inference settings. The
performance of pre-training with PSC consistently improves
the vanilla CPI model w/o PSC regardless of the unimodal
or multimodal inference. More importantly, by pre-training
with PSC, the results of inference with only unimodal data
can even outperform multimodal methods. (3) Generaliz-
ability. Pre-training with PSC shows noticeable advantages
under all four test data splits, especially in the “Unseen-
Both” setting. Due to space limitations, experiments on
more metrics and architectures are placed in Appendix B.

To further compare PSC-CPI with other state-of-the-art
(SOTA) competitors, we evaluated their performance of CPI
binding affinity prediction on three public datasets (Davis,
KIBA, and Mert, all in the “Unseen-Both” setting), using
Mean Squared Error (MSE) and Concordance Index (CIn-
dex) as metrics. The benchmarks for comparison include
DeepConvDTI, TransformerCPI, HyperattentionDTI, Per-
ceiverCPI, DeepAffinity+, and Cross-Interaction. Following
the experimental setup in (Nguyen et al. 2023), we transform
a few binary classification models, such as TransformerCPI,
DeepconvDTI, and HyperattentionDTI into regression mod-
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Sequ. Stru. PSC Seen-Both Unseen-Comp Unseen-Prot Unseen-Both Avarage
AUPRC RMSE AUPRC RMSE AUPRC RMSE AUPRC RMSE AUPRC RMSE

" %
% 22.05 1.56 19.32 1.48 6.48 1.66 5.62 1.75 13.37 1.61
" 22.29 1.48 21.43 1.37 7.01 1.54 6.64 1.59 14.34 1.49
∆ ↑ 1.09% ↓ 5.13% ↑ 10.92% ↓ 7.43% ↑ 8.18% ↓ 7.23% ↑ 18.15% ↓ 9.14% ↑ 7.16% ↓ 7.45%

% "
% 22.11 1.58 21.56 1.52 10.70 1.73 9.40 1.80 15.94 1.66
" 24.26 1.53 23.78 1.43 11.14 1.52 10.62 1.66 17.45 1.54
∆ ↑ 9.72% ↓ 3.16% ↑ 10.30% ↓ 5.92% ↑ 4.11% ↓ 12.14% ↑ 12.98% ↓ 7.78% ↑ 9.47% ↓ 7.23%

" "
% 23.86 1.55 23.12 1.44 9.06 1.61 8.52 1.65 16.14 1.56
" 25.42 1.42 24.67 1.31 11.03 1.47 11.65 1.52 18.19 1.43
∆ ↑ 6.54% ↓ 8.39% ↑ 6.70% ↓ 9.03% ↑ 21.74% ↓ 8.70% ↑ 36.73% ↓ 7.88% ↑ 12.70% ↓ 8.33%

Table 1: Performance comparison of CPI models pre-trained w/ and w/o PSC on pattern prediction (measured by AUPRC,
higher is better) and strength prediction (measured by RMSE, lower is better) under four data splits on the Karimi dataset,
where the best metrics are marked in bold. ↑” and ↓ denote the gains and drops w.r.t the vanilla model w/o PSC, respectively.

Methods Davis KIBA Metz
MSE ↓ CIndex ↑ MSE ↓ CIndex ↑ MSE ↓ CIndex ↑

DeepConvDTI (Lee, Keum, and Nam 2019) 0.598±0.057 0.546±0.043 0.550±0.009 0.635±0.007 0.703±0.027 0.671±0.016

GraphDTA (Nguyen et al. 2021) 0.846±0.058 0.459±0.032 0.698±0.042 0.591±0.013 1.232±0.094 0.615±0.010

DeepAffinity+ (Karimi et al. 2020) 0.710±0.044 0.473±0.038 0.658±0.051 0.574±0.024 0.927±0.062 0.626±0.020

HyperattentionDTI (Zhao et al. 2022) 0.671±0.045 0.517±0.013 1.022±0.062 0.590±0.015 1.064±0.080 0.630±0.013

TransformerCPI (Chen et al. 2020a) 0.549±0.038 0.490±0.032 0.630±0.057 0.563±0.014 1.081±0.125 0.557±0.016

PerceiverCPI (Nguyen et al. 2023) 0.463±0.013 0.638±0.028 0.522±0.010 0.638±0.013 0.658±0.016 0.675±0.012
Cross-Interaction (You and Shen 2022) 0.514±0.037 0.586±0.040 0.558±0.028 0.618±0.021 0.642±0.036 0.672±0.028

PSC-CPI (ours) 0.455±0.026 0.624±0.033 0.490±0.018 0.664±0.017 0.595±0.024 0.701±0.023

Table 2: Performance comparison of PSC-CPI with other state-of-the-art baselines for CPI strength prediction on three public
datasets under the Unseen-Both setting, where the best and second metrics are marked as bold and underline, respectively.

els by modifying their final layers for a fair comparison.
From the reported results in Table. 2, it can be observed that
two multimodal methods, Cross-Interaction and PSC, both
show fairly good performance. However, Cross-Interaction
still slightly lags behind the SOTA method - PerceiverCPI,
while our PSC-CPI exceeds PerceiverCPI by a little bit,
achieving the best in 5 out of 6 metrics for the three datasets.

Evaluation on Protein Lengths and Atom Numbers

To compare the performance of PSC-CPI with other base-
lines at different protein lengths and number of atoms, we
select three representative methods (TransformerCPI, Per-
ceiverCPI, and Cross-Interaction) and report their perfor-
mance averaged over four different test data splits on the
Karimi dataset, where strength prediction and pattern pre-
diction are measured by AUPRC (higher is better) and
RMSE (lower is better), respectively. As can be seen from
the results in Fig. 6, the performance gains of PSC-CPI
over other baselines keep expanding as the protein length
and number of atoms increase. This indicates that PSC-CPI
has a greater advantage in dealing with complex proteins or
compounds due to the multi-scale information it captures.

Ablation Study & Visualizations

To explore how different pre-training contrastive losses and
augmentation strategies influence performance, we com-
pare the vanilla CPI model (without pre-training with PSC)
with four other schemes: (A) full model: pre-training with
both two contrasting and length-variable augmentation; (B)
w/o Intra-modality CL: pre-training without intra-modality
contrasting; (C) w/o Cross-modality CL: pre-training with-
out cross-modality contrasting; and (D) w/o length-variable
augmentation: pre-training with both two contrasting but
with length-fixed augmentation. We can observe from Ta-
ble. 3 that (1) Both intra-modality and cross-modality con-
trasting help improve performance, especially the latter, sug-
gesting that the sequence-structure dependence helps more
than the multi-scale information. (2) The full model com-
bines the strengths of two contrasting methods and outper-
forms both. (3) Data augmentation plays a very important
role in contrastive learning. While length-fixed augmenta-
tion works as well, it performs poorer than length-variable
augmentation as it ignores the multi-scale information.

To visualize the interaction patterns of our PSC-CPI and
other baselines, we select two representative compound-
protein pairs and plot the ground-truth labels and predicted
results of the contact maps between potential residue sites
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Figure 6: Performance of four representative methods for CPI pattern prediction (measured by AUPRC, higher is better) and
CPI strength prediction (measured by RMSE, lower is better) under different protein lengths and number of atoms.
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Figure 7: Visualization of predicted contact maps for various methods, along with their AUC scores.

Methods Seen-Both Unseen-Comp Unseen-Prot Unseen-Both
AUPRC RMSE AUPRC RMSE AUPRC RMSE AUPRC RMSE

Vanilla CPI (w/o PSC) 23.86 1.55 23.12 1.44 9.06 1.61 8.52 1.65
PSC-CPI (full model) 25.42 1.42 24.67 1.31 11.03 1.47 11.65 1.52

w/o Intra-modality CL 25.36 1.44 24.47 1.32 10.46 1.50 11.30 1.54
w/o Cross-modality CL 25.06 1.47 23.95 1.36 10.88 1.48 10.34 1.58
w/o Length-variable DA 24.69 1.49 24.00 1.37 10.69 1.53 10.41 1.60

Table 3: Ablation study on intra- and cross-modality contrastive losses and data augmentation used for pre-training.

and atomic sites for four representative methods. In addition,
we threshold the predicted contact maps to make their inter-
action numbers equal to the ground-truth interaction num-
bers between the protein and the compound, and finally nor-
malize them by the maximum value. For a fair comparison,
all four methods default to adopt the pairwise interaction
pattern prediction module proposed in this paper. As can be
seen from the visualizations and AUC scores in Fig. 7, Per-
ceiverCPI and Cross-Interaction perform much better than
TransformerCPI, but still lag far behind PSC-CPI in terms
of both qualitative visualizations and quantitative scores.

Conclusion
In this paper, we propose a novel multi-scale Protein
Sequence-structure Contrasting (PSC) framework for CPI
prediction that is applicable to inference on both unimodal

and multimodal protein data. Owing to the length-variable
augmentation and intra- and cross-modality contrasting,
PSC-CPI has the capability to capture sequence-structure
dependencies and multi-scale information, performing well
for proteins of various sequence lengths and compounds of
various atomic numbers. Extensive experiments show that
PSC-CPI generalizes well across various data, especially in
a more challenging “Unseen-Both” setting, where neither
compounds nor proteins have observed seen during train-
ing. Despite much progress, limitations remain. For exam-
ple, multi-scale modeling only involves the residue-protein
scale, and it may be a promising direction to extend it to the
atomic scale of proteins. Moreover, we have not explored in
depth the efficiency issue, which will be left for future work.
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Öztürk, H.; Özgür, A.; and Ozkirimli, E. 2018. DeepDTA:
deep drug–target binding affinity prediction. Bioinformatics,
34(17): i821–i829.
Pinzi, L.; and Rastelli, G. 2019. Molecular docking: shift-
ing paradigms in drug discovery. International journal of
molecular sciences, 20(18): 4331.
Radford, A.; Wu, J.; Child, R.; Luan, D.; Amodei, D.; and
Sutskever, I. 2019. Language models are unsupervised mul-
titask learners. OpenAI blog, 1(8): 9.
Salo-Ahen, O. M.; Alanko, I.; Bhadane, R.; Bonvin, A. M.;
Honorato, R. V.; Hossain, S.; Juffer, A. H.; Kabedev, A.;
Lahtela-Kakkonen, M.; Larsen, A. S.; et al. 2020. Molecular
dynamics simulations in drug discovery and pharmaceutical
development. Processes, 9(1): 71.
Scardapane, S.; Comminiello, D.; Hussain, A.; and Uncini,
A. 2017. Group sparse regularization for deep neural net-
works. Neurocomputing, 241: 81–89.
Sethi, A.; Joshi, K.; Sasikala, K.; and Alvala, M. 2019.
Molecular docking in modern drug discovery: Principles and
recent applications. Drug discovery and development-new
advances, 2: 1–21.
Tan, C.; Gao, Z.; Xia, J.; Hu, B.; and Li, S. Z. 2023. Global-
Context Aware Generative Protein Design. In ICASSP 2023-
2023 IEEE International Conference on Acoustics, Speech
and Signal Processing (ICASSP), 1–5. IEEE.
Tang, J.; Szwajda, A.; Shakyawar, S.; Xu, T.; Hintsanen, P.;
Wennerberg, K.; and Aittokallio, T. 2014. Making sense of
large-scale kinase inhibitor bioactivity data sets: a compara-
tive and integrative analysis. Journal of Chemical Informa-
tion and Modeling, 54(3): 735–743.
Tibshirani, R.; Saunders, M.; Rosset, S.; Zhu, J.; and Knight,
K. 2005. Sparsity and smoothness via the fused lasso. Jour-
nal of the Royal Statistical Society: Series B (Statistical
Methodology), 67(1): 91–108.
Trott, O.; and Olson, A. J. 2010. AutoDock Vina: improving
the speed and accuracy of docking with a new scoring func-
tion, efficient optimization, and multithreading. Journal of
computational chemistry, 31(2): 455–461.
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