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Abstract 
In this work, we propose a fast convergence track net, or FC-
TrackNet, based on a synthetic data-driven approach to main-
taining long-term 6D pose tracking. Comparison experiments 
are performed on two different datasets, The results demon-
strate that our approach can achieve a consistent tracking fre-
quency of 90.9 Hz as well as higher accuracy than the state-
of-the art approaches. 

 Introduction
Estimating the six-dimensional (6D) pose of an object and 
accurately tracking it from an image sequence is an essential 
task for virtual reality, augmented reality, and robotic ma-
nipulations. The single-image estimation approach requires 
initializing the pose of the object in each frame in the video 
sequence, without considering the spatial and temporal in-
formation features with a similar pose of the object in frames, 
which requires intensive calculation and generates a large 
amount of redundant data when tracking the video sequence 
(Deng et. al. 2020; Deng et. al. 2021; He et. al. 2020; Issac 
et. al. 2016; Li, Wang, and Ji 2019; Mitash et. al. 2020; Sun-
dermeyer et. al. 2018; Wang et. al. 2019; Xiang et. al. 2018). 
At present, deep learning–based approaches have become 
mainstream in 6D pose estimation for objects, which signif-
icantly improves the accuracy and robustness of pose esti-
mation (Pavlakos et. al. 2017; Kehl et. al. 2017; Peng et. al. 
2020; Zeng et. al. 2017). Tracking the 6D pose of the objects 
in video sequences requires extensive, hand-annotated, real 
data for training, which are costly to acquire and label (Li et. 
al. 2020). The availability of synthetic data enables easy ac-
cess to training data, which can provide sufficient simula-
tion variability for the network during training, and the 
model can be generalized for real usage during testing (To-
bin et. al. 2017). We propose a fast convergent track net, or 
FC-TrackNet, which is based on a synthetic data-driven ap-
proach to allow long-term, stable, and high-precision pose  
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Figure 1: (a1–c1) are the three input images, and (a2–c2) 
are the predicted pose images through FC-TrackNet.

tracking of objects. It has strong robustness against severe 
occlusion of the object, and it can be widely used in real 
scenarios, as shown in figure 1. The experiment results show 
that the pose tracking of our approach outperforms that of 
other state-of-the-art approaches under both small and large 
datasets, so it has the potential for wide application in reality. 

Approach 
Our proposed network is shown in figure 2. The input data 
are two groups of images containing RGBD information. At 
the training stage, we use synthetic data, and at the test stage, 
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the input images are the real data. O  is the current observed t

image tensor, and R  is the rendered image tensor of the t-1

network as the output of the previous frame. The relative 
pose transition ( P ) and the characteristic discrepancy ( ) t

of the predicted pose after network processing are obtained, 
where Pt  is the change in pose from Pt-1  to Ot , and the 
characteristic discrepancy  is 

( (P)) , I1 I2

where  denotes the predefined robust loss function, ()
denotes the direct pixel intensity values, P and P  are the 
object pose, and the cost function is determined by P  and 
P  to measure the characteristic discrepancy of pose . The 
current predicted pose ( Pt ) is the forward propagation result 
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Figure 2: The RGB-D observation image ( tO ) at frame t  of the video sequence and the RGB-D rendered image ( t-1R ) at 
frame t -1  are used as inputs. The results is used to predict the translation matrix ( t ) and rotation matrix ( r ) of the object. 

Experiments 
Two benchmark datasets, YCB-Video (Xiang et. al. 2018) 
and YCBInEoAT (Wen et. al. 2020), are selected for train-

ing and validation. Object pose reinitialization is not al-
lowed in the evaluation owing to the large cost and other 
errors. Moreover, area under the curve (AUC) and average 
distance of model points (ADD) are used to evaluate the re-
sults in the video sequence(Xiang et. al. 2018). All the re-
sults(Ge and Loianno 2021; Issac et. al. 2016; Li et. al. 2020; 
Jonathan et. al. 2018; Wang et. al. 2019; Wen et. al. 2020; 
Wüthrich et. al. 2013) are shown in Figure 3. Our approach 
uses the same PPDR for synthetic data generation as the 
state-of-the-art se(3)-TrackNet (Wen et. al. 2020), and the 
small datasets 6k, 8k and 10k are selected for evaluation. 
Our method is significantly better than the comparison 
group on different numbers of small datasets, and is able to 
reach 90.11% and 94.99% for ADD and ADD-S metrics at 
10k. Our approach still provides tracking closer to the real 
pose of the object, demonstrating that the proposed network 
has a high convergence speed. 

Conclusion 
In this work, we have proposed a new network structure, 
FC-TrackNet to provide long-term effective object 6D pose 
tracking with only one initialization. The network can 
quickly reach a state of network convergence by using a 
small amount of synthetic data, achieve ideal tracking per-
formance in both severe occlusion and drastic motion tests. 

Figure 3. Comparison of methods in the complete YCB-Video(left and middle) and in the small YCB-InEOAT(right)
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by the relative pose transition (
transition solution ( Pt

* ) is 
P ). The optimal relative t

P * ( , Pt Ot t R t-1 t-1 t

where J  is the Jacobian matrix of pixel intensity values ( R ) 
with respect to the object pose P . The loss function of rota-
tion and shift is calculated by the mean squared error. For 
the network structure of this paper, t  is the object shift dif-
ference, and r  is the object rotation difference. The MSE is 
rewritten as follows to obtain L : 

2 - r)2 ,
We decompose the extracted features into one-dimen-

sional feature encoding with two differents directional com-
ponents aggregated along the horizontal and vertical coordi-
nates. The final output y(i, j)  is obtained as follows: 

h wT (j) , c c c

where x (i, j)  is the original feature map, horizontal com-c

ponent ( tw ) of size  and a vertical component ( th ) of 
size h 1  after systematic transformation, which is in-
creased channels convolutionally transformed by Fw , 
F , and the sigmoid function (x)  to generate the horizontal h

component Tw = (F (tw ))  and the vertical componentw
hT = (F (th )) . h
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