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Abstract

In this paper, we propose TUTORING bot, a generative chat-
bot trained on a large scale of tutor-student conversations for
English-language learning. To mimic a human tutor’s behav-
ior in language education, the tutor bot leverages diverse ed-
ucational instructions and grounds to each instruction as ad-
ditional input context for the tutor response generation. As a
single instruction generally involves multiple dialogue turns
to give the student sufficient speaking practice, the tutor bot
is required to monitor and capture when the current instruc-
tion should be kept or switched to the next instruction. For
that, the tutor bot is learned to not only generate responses
but also infer its teaching action and progress on the current
conversation simultaneously by a multi-task learning scheme.
Our TUTORING bot is deployed under a non-commercial use
license at https://tutoringai.com.

Introduction
With the recent success of neural dialogue generation (Shus-
ter et al. 2022) based on pre-trained language models (Lewis
et al. 2020), foreign language learning is a promising ap-
plication of conversational agents in the education field. As
many students experience foreign language anxiety with hu-
man tutors (called xenoglossophobia), the conversation with
AI enables the students to easily start talking in their target
language. However, prior work (Huang et al. 2017; Pham
et al. 2018; Tu 2020; Shi, Zeng, and Lee 2020; Park et al.
2022) is limited to merely “chit-chat”, which is not thought-
fully designed for language education. In contrast, profes-
sional and dedicated human tutors may lead the conversa-
tions through diverse and personalized educational instruc-
tions, such as guiding to read sentences for beginner level,
answer questions for intermediate level, or debate on con-
troversial issues for advanced level students.

In this demo, we present a fully data-driven concept of tu-
toring conversational agent, which models the tutor-student
conversations without any pre-defined scenario logic and
manual programming for the instructions. For that, we pre-
pare and formulate a novel dataset/task, namely instruction-
grounded response generation, where a sequence of educa-
tional instructions is described in natural language form and
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is shared between a tutor and a student for its use on conver-
sations. Here, a straightforward implementation is to lever-
age the individual instructions as conditional code, each of
which is concatenated to the dialogue context to make the
desired tutor response and dialogue flow for language educa-
tion. Despite its effectiveness, this approach is sub-optimal
since the tutor agent cannot monitor how much conversation
should be done for each instruction and whether the student
has successfully followed the instruction or not.

To overcome this drawback, we design and leverage a set
of auxiliary tasks that infer teaching action and progress as
dialogue state, which can be jointly learned with the primary
task, i.e., instruction-grounded response generation. We hy-
pothesize that such multi-task learning contributes to the in-
jection of the auxiliary information into the generated tutor
responses. Toward this goal, the action/progress labels of the
auxiliary tasks are automatically annotated by in-dialogue
signals such as human tutors’ feedback, transition of the in-
structions, and the amount of dialogue turns per instruction.
We empirically validate that such signals are effective to im-
prove the response quality. To the best of our knowledge,
beyond language models for chit-chat, TUTORING bot is the
first instruction-based conversational agent that enables stu-
dents to experience educational conversation.

System Description
Figure 1 illustrates TUTORING bot with four auxiliary tasks
of inferring action and progress information in addition to
the response generation task based on multi-task learning.

Tutor Response Generation with Action Codes
Let X and {Ii}Ni=1 be a dialogue context with T turns and a
fixed sequence of N instructions, where each turn is aligned
with one specific instruction Ii. A dialogue model parame-
terized by θ aims to generate an appropriate response y with
M tokens based on X and Ii.

To allow the model to ground on instructions, we intro-
duce action codes for the instruction and dialogue, respec-
tively. The instruction action code yinst indicates whether
to move on to the next instruction Ii+1, which is a special
token [Transition] generated only when the conversa-
tion ends for the current instruction Ii. On the other hand,
the dialogue action code ydial represents educational feed-
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Can you complete the first sentence? 

Okay. Do you think you can overcome
family’s opposition for love?

I think I can overcome the challenge.

Why do you think so? 

[Confirmation] [Transition] Good 
job! Let’s move on to the next one. 

We will discount the British Museum. 

Local Progress Recognition

Global Progress Recognition

[Correction] You should use the word 
visit when the object is a place. 

Complete the sentences.
1. We will ____ the British 
museum. (tourist/discount/visit)
2. I will be staying at a ____.
(Italy/visit/hotel) 
3. I want to go to ____. 
(shopping/France/airplane) 

Response Generation with Action Tokens

5

Discussion) Choose one side and 
tell me your opinion. Sometimes 
parents may oppose your 
decision from marrying your 
love. Do you think you can 
overcome this challenge?

...

89%

If the love is stronger than family's 
opposition I guess it's a good thing.

!
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Figure 1: The system overview of TUTORING bot.

back for the given dialogue context X , which can be either
[Correction], [Confirmation], or [Others].

Given a dialogue context X and its aligned instruction Ii,
the model learns to generate a response y with the action
codes yinst and ydial. The generation loss Lgen is computed
by the negative log-likelihood loss.

Lgen = −{log p(ydial|X , Ii) + log p(yinst|X , Ii, y
dial)

+
M∑
j=1

log p(yj |X , Ii, y
dial, yinst, y<j)} (1)

Global and Local Progress Recognition
Considering the sequence of instructions from {Ii}Ni=1, we
design the global progress recognition task, where the global
progress yglorec represents which instruction is involved in the
current conversation (i.e., the index i from Ii). We further
incorporate the local progress recognition task, in which the
local progress ylocrec denotes the fraction of the number of
proceeded dialogue turns over the total number of dialogue
turns aligned with Ii, thus ranging from 0 to 1.

The model learns to predict both global and local progress
by the recognition loss Lrec, which is defined as the sum of
cross-entropy and mean squared error loss between ground
truth labels yrec and predicted labels ŷrec, respectively.

Lrec = CE(yglorec, ŷ
glo
rec) + MSE(ylocrec, ŷ

loc
rec) (2)

Multi-task Learning
The dialogue model is jointly trained on the aforementioned
tasks to generate instruction-grounded responses and recog-
nize the learning progress by updating θ as follows:

TUTORING bot : θ∗ = argmin
θ

Lgen(θ) + Lrec(θ) (3)

Evaluation and Demonstration
Based on 11 unique instructions, we collect 1,911 dialogues
of 95,343 utterances from tutor-student conversations in real
world. We split the dataset with ratio 8:1:1 for the training,

Model BLEU-1 BLEU-2 BLEU-3 BLEU-4

RG 21.03 14.42 9.57 6.95
RG + AC 21.44 14.70 9.78 7.14
RG + PR 21.53 14.73 9.79 7.14
RG + AC + PR 23.02 15.78 10.59 7.74

Table 1: Performance of the proposed model under different
configurations. RG, AC, and PR denotes response genera-
tion, action codes, and progress recognition, respectively.

validation, and test sets, respectively, where the instructions
are shared between the sets. We employ a pre-trained BART-
large (Lewis et al. 2020) as our base model. The evaluation
results in Table 1 show that incorporating both action codes
and progress recognition achieves the best performance with
their synergistic effect in the response generation task. Also,
instruction transitions achieve 87.98% in terms of accuracy.

We deploy TUTORING bot to online education demo by
attaching Speech-to-Text1 and Text-to-Speech2 modules for
making the system easily accessible. The expected running
time of a tutoring session is about 11 minutes with 50 turns
on average. Our demo video shows that TUTORING bot can
properly control the real-time teaching process and timely
transition within instructions with proper educational feed-
back. We additionally provide a debugging tool for develop-
ers to identify the generated action codes and the results of
the progress recognition tasks based on visualization using
Gradio (Abid et al. 2019).

As future work, we will release a public and full version of
our task and dataset with 50 unique instructions and 922,446
utterances soon. Using this dataset as a testbed, the tutor bot
can be advanced to a product-ready application with 1) more
generalized dialogue models for diverse/unseen instructions,
2) extended auxiliary tasks for better response quality, and 3)
additional feedback/correction modules on expressiveness,
grammar, and pronunciation.

1Vosk Speech Toolkit: https://github.com/alphacep/vosk-api
2Coqui Tacotron2-DCA: https://github.com/coqui-ai/TTS
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