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Abstract

Crowdsourcing is a popular method for crowd workers to col-
laborate on tasks. However, workers coordinate and share an-
swers during the crowdsourcing process. The term for this
is “collusion”. Copies from others and repeated submissions
are detrimental to the quality of the assignments. The major-
ity of the existing research on collusion detection is limited
to ground truth problems (e.g., labeling tasks) and requires a
predetermined threshold to be established in advance. In this
paper, we aim to detect collusion behavior of workers in an
adaptive way, and propose an Adaptive Clustering Based Col-
lusion Detection approach (ACCD) for a broad range of task
types and data types solved via crowdsourcing (e.g., contin-
uous rating with or without distributions). Extensive experi-
ments on both real-world and synthetic datasets show the su-
periority of ACCD over state-of-the-art approaches.

Introduction
Crowdsourcing is popular in academia and industry. It helps
solve scientific problems that machines cannot, like image
labeling, sentiment analysis, and handwriting recognition.
Multiple studies have found that solution quality is linked to
worker quality. The quality of workers refers to their knowl-
edge, responsibility, and honesty. Research shows that nor-
mal collaboration in crowdsourcing improves the solution
quality (Sheng, Provost, and Ipeirotis 2008). However, some
participants may converse on social media and copy others’
answers while doing tasks. It is known as “collusion”. Obvi-
ously, collusion decreases crowdsourcing solution quality.

In order to reduce the impact of the collusion of partici-
pants and improve the quality of solutions from crowdsourc-
ing, only a few cutting-edge collusion detection methods are
available, such as FINDCOLLUDERS (FC) (KhudaBukhsh,
Carbonell, and Jansen 2014), Collusion-Proof (CP) (Chen
et al. 2018) and PROCAP (Song, Liu, and Zhang 2021).
However, their applications are limited by the kinds of tasks
and corresponding collaboration mechanisms. In this paper,
we aim to propose a new method, an adaptive clustering-
based collusion detection approach (ACCD), for a broad
range of task types and data types solved via crowdsourc-
ing.
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Methods
Inspired by the Hierarchical Density-Based Spatial Clus-
tering of Applications with Noise (HDBSCAN) (Campello,
Moulavi, and Sander 2013), we develop the ACCD method
based on the HDBSCAN to adaptively detect the collusion
behavior of colluders for a variety of data distributions.

Unlike previous density-based clustering methods, the
core idea of HDBSCAN is to calculate the distance dif-
ferently, including the following key definitions: core dis-
tance and mutual reachable distance. The distance be-
tween the sample and the kth nearest neighbor sample point
is referred to as the core distance dcore. Mutual reach-
able distance is the maximum value of the core distance
of two sample points and the distance between two sample
points. The mutual reachable distance can be obtained with:
dmreach(a, b) = max{dcore(a), dcore(b), d(a, b)}, where
d(a, b) denotes the distance between points a and b. Sam-
ple distance in the dense region does not change, but sample
distance in the sparse region grows, which makes it easier
for the algorithm to deal with noise points and increases the
robustness of the algorithm to noise points. The procedure
of our ACCD algorithm is presented in Figure 1.

Experiments and Results
Real and Synthetic Datasets
The real dataset is from an e-commerce company’s prod-
uct rating problem and is the only published dataset where
workers admit collusion (KhudaBukhsh, Carbonell, and
Jansen 2014). It contains 20 rating tasks. There are 123 par-
ticipants, and 36 of them are suspected of colluding.

Due to the limited availability of real data, we construct
multiple synthetic datasets. To simulate a variety of crowd-
sourcing problems and test collusion detectors, synthetic
datasets contain rating and ground truth problems. Rating
problems are more subjective inquiries in which consumers
give a product a personal subjective rating based on their
own opinion and experience. While the ground truth prob-
lems are those that have actual answers, which are responses
based on prior knowledge and common scientific senses.
Also, we generate two types of responses: categorical and
continuous. A categorical data type has a limited number of
categories or groups to choose. A continuous data type (i.e.,
a numeric variable) has infinite continuous values.
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(a) Raw Data Visualization (b) Minimum Spanning Tree

(c) Single Linkage Tree (d) Condensed Tree

(e) Select Clusters (f) Cluster Result

Figure 1: The procedure of ACCD with HDBSCAN

Methods Precision Recall F1 Score Accuracy
FC 0.775 0.861 0.816 0.886
CP 0.583 0.389 0.467 0.740

PROCAP 0.804 0.736 0.768 0.772
ACCD 0.829 0.944 0.883 0.927

Table 1: Performance of different detection methods on the
real-world dataset

For the synthetic datasets, we create a collection of sim-
ulated answers from non-colluding and colluding workers
with the following four parameters. Number of tasks de-
notes the total number of these tasks. Number of workers
denotes the total number of people involved in these tasks.
Non-Collusion ratio denotes the percentage of total workers
who not colluded, and number of collusion groups denotes
the total number of collusion groups in these tasks.

Experimental Results
We first conduct the experiments to compare the perfor-
mances of FC, CP, PROCAP and our ACCD on the real-
world dataset. Our experimental results (see Table 1) show
that our ACCD performs consistently better than the other
three methods in terms of all measures.

On the synthetic datasets, we assume 50 equal-difficulty
tasks. A total of 250 workers participate, and 30% of them
are colluders. There are 4 collusion groups, and the number

Problem Types Methods P R F1 Acc

Categorical
Rating

Problems

FC 1.000 0.027 0.052 0.708
CP 0.900 0.120 0.212 0.732

PROCAP 0.685 0.631 0.656 0.760
ACCD 1.000 0.933 0.966 0.980

Continuous
Rating

Problems

FC 1.000 0.667 0.800 0.720
CP 0.676 0.333 0.446 0.752

ACCD 0.915 1.000 0.955 0.972

Categorical
Ground Truth

Problems

FC 1.000 0.107 0.193 0.732
CP 0.554 0.671 0.607 0.737

PROCAP 0.800 0.693 0.743 0.810
ACCD 0.872 1.000 0.932 0.956

Continuous
Ground Truth

Problems

FC 1.000 0.093 0.171 0.728
CP 0.000 0.000 0.000 0.700

ACCD 0.935 0.960 0.947 0.968

Table 2: Performance of different detection methods for dif-
ferent type of problems (P, R, F1 and Acc denote precision,
recall, F1 score and accuracy respectively)

of members in each group is determined at random. We con-
duct experiments on four types of crowdsourcing problems.
Our experimental results (see Table 2) show that our ACCD
outperforms the other three approaches.

In order to further test our ACCD’s accuracy in detect-
ing collusion, we conduct more experiments with various
settings. We create 4000 simulated datasets in total and
1000 datasets for each type of problem. Various settings in-
clude the number of tasks, the number of workers, the non-
collusion ratios, and the number of collusion groups. We
keep three of the data generator’s four variables constant
while changing only one of them to generate datasets. Ac-
cording to accuracy, we can find that our ACCD not only
performs better than the other three methods, but also keeps
a consistently high performance for all types of problems.
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