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Abstract

3D deep learning is a growing field of interest due to the
vast amount of information stored in 3D formats. Triangu-
lar meshes are an efficient representation for irregular, non-
uniform 3D objects. However, meshes are often challenging
to annotate due to their high computational complexity. There-
fore, it is desirable to train segmentation networks with limited-
labeled data. Self-supervised learning (SSL), a form of un-
supervised representation learning, is a growing alternative
to fully-supervised learning which can decrease the burden
of supervision for training. Specifically, contrastive learning
(CL), a form of SSL, has recently been explored to solve
limited-labeled data tasks. We propose SSL-MeshCNN, a CL
method for pre-training CNNs for mesh segmentation. We
take inspiration from prior CL frameworks to design a novel
CL algorithm specialized for meshes. Our preliminary experi-
ments show promising results in reducing the heavy labeled
data requirement needed for mesh segmentation by at least
33%.

Introduction

3D polygonal meshes are efficient at representing objects
with irregular and non-uniform surfaces. The pioneering
method for working directly on meshes is MeshCNN
(Hanocka et al. 2019) which designs mesh-specific convolu-
tional and pooling layers. Traditionally, training deep neural
networks requires large datasets, but labeling meshes is chal-
lenging for various reasons. Thus, training with partially la-
beled datasets is desirable. Unsupervised representation learn-
ing (URL), self-supervised learning (SSL), and contrastive
learning (CL) are a family of training frameworks which have
been successfully applied to addressing the limited-labeled
data, or small data, problem. URL enables a network to learn
strong visual representations without any supervision. In SSL,
a form of URL, a supervisory signal is produced synthetically
from the unlabeled data itself. In CL, a network learns to sort
latent representations based on similarity. Since CL is a form
of SSL, we label our method as both SSL and CL. There have
been many recent successful works on CL (He et al. 2020;
Caron et al. 2020; Chen et al. 2020). SimCLR(Chen et al.
2020) is a standout CL method which many works build upon.
There have been limited works which apply URL to meshes
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Figure 1: Schematic of our contrastive learning framework.

(Zhou, Bhatnagar, and Pons-Moll 2020; Zimmermann, Argus,
and Brox 2021). However, URL methods for segmentation as
well as SimCLR-based CL methods for mesh analysis remain
under explored. We introduce self-supervised MeshCNN, or
SSL-MeshCNN, a mesh-specialized CL method to perform
downstream segmentation with limited-labeled data.

Methods

A triangular mesh can accurately represent surfaces and topol-
ogy of objects. A mesh is described by its vertices, edges, and
faces. Using conventional image-based CNNs for meshes is
infeasible as they are irregular and non-uniform. MeshCNN
(Hanocka et al. 2019) trains directly on meshes by utilizing
mesh-specific convolutional and pooling layers. Each edge
in a mesh is used to create a 5-dimensional input feature
set. Our overall training procedure involves two steps: CL
pre-training using an entire dataset without labels (shown in
Figure 1), followed by downstream segmentation using only
samples with corresponding labels.

CL learns efficient representations by maximizing agree-
ment between two augmented versions of the same input in
the latent space. For each input = in minibatch of size M7, us-
ing augmentation function Aug (-), we generate two uniquely
augmented meshes r; = Aug(z) and 7, = Aug(z)’, form-
ing positive pair (x;, ;). Each batch now has 2M; samples
and 2(M; — 1) negative samples. For CL, our architecture
is a MeshCNN encoder followed by a nonlinear two-layer



Segmentation Accuracy (%)

Dataset Proportion (%)

w/oCL  w/CL Diff
5 58.02 63.15 5.15
10 63.89 66.29 2.40
25 81.36 83.61 2.25
33 83.98 85.08 1.10
50 85.25 87.84 2.59
67 86.69 88.97 2.28
75 87.52 90.35 2.83
100 88.58 90.50 1.92

Table 1: Segmentation accuracy with and without CL pre-
training at varying quantities of labeled data.

MLP head. Contrastive loss is used to maximize agreement
between representations of positive pairs and minimize agree-
ment between representations of negative pairs. After pre-
training, the encoder is saved and the MLP is discarded.

To perform SimCLR-based CL, a strong augmentation pol-
icy is required to create effective positive and negative pairs.
SimCLR uses image augmentations, but mesh augmenta-
tions differ significantly, so the augmentation policy must be
redesigned. This is primarily because our input features are
similarity-invariant, meaning augmentations such as isotropic
scaling, rotation, and translation will not change the feature
input (Hanocka et al. 2019). We randomly apply a series of
three augmentations: anisotropic scaling, vertex shifting, and
edge flipping. Hanocka et al. (2019) reports these specific
augmentations are effective for meshes. Anisotropic scaling
scales each vertex of a face to random degrees. Vertex shift-
ing rearranges random vertices to different locations. Edge
flipping flips edges between two adjacent faces. The augmen-
tation strengths are stochastically tuned during training.

We use NT-Xent (Chen et al. 2020) as our contrastive loss.
Once CL is complete, we transfer the pre-trained encoder to a
Mesh-UNet, which is trained on a limited quantity of meshes
x and labels y to predict semantically segmented meshes ¢
using standard cross-entropy loss.

Experimental Evaluation

For experimentation, we use the Human Body Segmentation
dataset (Maron et al. 2017), an 8-class segmentation task
(381 training, 18 testing meshes). For CL, we use the entire
training set without labels. For downstream segmentation, we
use varying quantities of samples and labels.

Table 1 displays the segmentation accuracy at varying por-
tions of labeled data with and without CL. Our results demon-
strate that CL improves performance over no CL baselines
at all dataset portions. At the lowest levels of supervision
(5%), we report a five percentage point increase in accuracy
due to CL. With CL, the network matches fully-supervised
performance when trained on just 67% of examples. Thus,
our CL framework reduces the supervision requirement by
33%. Due to random sampling in experiments, in use cases,
any 67% of samples can be labeled to achieve our result.

Figure 2 displays visualized segmentation results of our
network at varying quantities of labeled data with and with-
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Figure 2: Predicted segmentation visualizations at varying
proportions of dataset (%) with and without CL pre-training.

out contrastive pre-training. As shown, when pre-trained with
CL, the network achieves more accurate and representative
segmentations than the fully-supervised baselines. The bor-
ders between classes are more distinct and do not bleed into
each other when training with CL, further confirming the
superiority of our contrastive pre-training.

Conclusions

We have presented SSL-MeshCNN, a tailored CL augmen-
tation policy for 3D meshes, providing the network with
efficient learned representations to perform downstream seg-
mentation with reduced supervision. Our preliminary results
confirm the effectiveness of our method at learning strong
representations, which reduces the need for labeled examples
for mesh segmentation by at least 33%. Our future work will
focus on designing more rigorous augmentation policies.
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