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Abstract

Deep learning models have shown great performances in nat-
ural language processing tasks. While much attention has
been paid to improvements in utility, privacy leakage and so-
cial bias are two major concerns arising in trained models. In
order to tackle these problems, we protect individuals’ sen-
sitive information and mitigate gender bias simultaneously.
First, we propose a selective privacy-preserving method that
only obscures individuals’ sensitive information. Then we
propose a negative multi-task learning framework to mitigate
the gender bias which contains a main task and a gender pre-
diction task. We analyze two existing word embeddings and
evaluate them on sentiment analysis and a medical text classi-
fication task. Our experimental results show that our negative
multi-task learning framework can mitigate the gender bias
while keeping models’ utility.

Introduction

Recent developments in Natural Language Processing
(NLP) had made significant success on enormous text data.
While social biases like racism and sexism may exist in the
text data, classifiers which are trained and evaluated on these
data will cause unfairness. Models trained from the source
data not only encode but even amplify the bias present in the
dataset (Zhao et al. 2017). Another major concern is how
sensitive information should be used during the training and
testing phases in a model. Without privacy-preserving meth-
ods, some individuals’ information might be leaked from a
model learned on training data, such as gender, race and age
(Sun et al. 2021). To address these problems, we first ap-
ply a selective privacy-preserving method on sensitive word
embeddings, and then use the negative multi-task learning
framework to train the model. We use positive loss weights
to ensure utility for the main classification task while ap-
plying negative loss weights to remove gender-specific fea-
tures for the gender prediction task. In order to quantitatively
measure the gender bias, we use a disparity score to calcu-
late the difference of the model’s accuracy between males
and females. We evaluated the proposed negative multi-task
learning framework on sentiment analysis and a medical text
classification task.
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Methodology

The sensitive individual information may include: Name,
Address, Email, Phone number, Age, Gender, Marital status,
Race, Nationality, Religious beliefs, etc. We first define a
sensitive information detecting function S(X), where X is a
word in a dataset. For example, S(X) will search keywords
for four kinds of privacy attributes: Gender, Age, Race, and
Weight. Each attribute has a list of sensitive words. If a word
is in the list, S(X) will return 1, otherwise return 0. If S(X)
returns 1, we then use the perturb function P(E) to obscure
the word embeddings. P(E) = E + N(u,0, Dg), where
E is the word embedding of X, N'(u, o, Dg) means nor-
mally distributed noise with mean p and variance o, Dg is
the dimension of E.

In this paper, we only consider the “gender” bias, which
is a frequently concerned factor in fairness. The process
of negative multi-task learning to mitigate the gender bias
is as follows. First, we obtain word embeddings from em-
bedding generative models, and then take the text embed-
dings as input to the negative multi-task learning model. Af-
ter having extracted common features through shared lay-
ers, there are two outputs: one is the main task classifica-
tion, and another is the gender prediction. The final loss is:
Loss = Lmainftask - )\*Lgenderfprediction- A is the gen-
der prediction loss constraint. We can adjust it to balance
the accuracy of the main task and the gender bias. The ob-
jective of the negative multi-task learning framework is to
improve the main task classification accuracy while reduc-
ing the gender prediction accuracy. In this way, the model
can remove gender-specific features and be distributed with-
out exposing the gender information. This allows the model
to avoid learning biases from training data while still being
adequately trained to perform the main task.

Experimental Setup

We use Word2vec (Mikolov et al. 2013) and GloVe (Pen-
nington, Socher, and Manning 2014) as the basic word em-
beddings with 100 dimensionality. The perturb function em-
ployed on sensitive word embeddings uses (0, 1)-Gaussian
noise. Based on the model performance with different As,
the default loss constraint A for gender predication in nega-
tive multi-task learning frameworks is set to e ~®. All of the
models are trained and tested using 5-fold cross-validation



Negative sentiment | Positive sentiment

Embedding Group-1| Group-2 |Group-3|Group-4
Word2vec 3.8 2.2 54 2.6
GloVe 3.0 0.8 5.0 1.2

Table 1: Disparity score on sentiment analysis (\ is e~® in

Group-2 and Group-4).

to estimate the performance change caused by the optimi-
sation on each set individually. In all experiments, we com-
pare the models with the same settings. For model utility, we
use F1-score to measure each sentiment class separately. We
use balanced accuracy to evaluate the overall performance
of the medical text classification task. For fairness evalu-
ation, we use Disparity Score to measure the gender bias
(Hardt, Price, and Srebro 2016). The average difference be-
tween males and females is described as Disparity Score:

Disparity Score =

x| =

k
Z (ACCfemale,k - ACCmale,k) (1)
n=1

where Acc is the accuracy of each model built in 5-fold cross
validation. Disparity Score is O means that there is no gen-
der bias on the predictions. The closer the disparity score is
to 0, the fairer the models are.

Experimental Results and Analysis

In this section, we evaluate the gender bias on sentiment
analysis and a medical text classification task. We only ap-
ply selective privacy-preserving on medical dataset due to
the insufficient sensitive information in sentiment dataset.

Sentiment Analysis

We test four groups to measure the gender bias difference
between negative sentiment and positive sentiment. Group-
1 and Group-2 have negative sentiment disparity score tested
on single-task learning model and negative multi-task learn-
ing model respectively. Group-3 and Group-4 have posi-
tive sentiment disparity score tested on single-task learning
model and negative multi-task learning model respectively.
The models’ performance on males is less than on females
for both negative and positive reviews. That means that the
sentiment analysis models are better at identifying sentiment
from females than from males. Comparing Word2vec and
GloVe, GloVe has better accuracy than Word2vec. From Ta-
ble 1, we can see that positive sentiment has higher disparity
score than negative sentiment on both Word2vec and GloVe,
which means there exits a higher gender bias in positive sen-
timent than that in negative sentiment. This might be that
females use more positive words than males which cause
easier to detect females’ positive sentiment. While in nega-
tive sentiment, females and males use closer negative words
which has less bias to detect negative sentiment.

Medical Text Classification

On the medical text classification task, we investigate the im-
pact of both the selective privacy-preserving method and the
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Evaluated model | Average accuracy | Disparity score (%)
Modell g oges | 214
Model2 gt ooser| 096
Modeld gl oosi| O
T S

Table 2: Medical text classification disparity score using
GloVe (\ is e~® in Model3 and Model4).

negative multi-task learning method for mitigating gender
bias. We train Modell for the single task learning without
privacy-preserving handling as the baseline model, Model2
for a single task learning with selective privacy-preserving,
Model3 for the negative multi-task learning without privacy-
preserving handling, and Model4 for the negative multi-task
learning with selective privacy-preserving. Table 2 shows
our experimental results using GloVe. the negative multi-
task learning with the selective privacy-preserving model re-
alizes the lowest disparity score and highest accuracy.

Conclusion

In this paper, we presented a negative multi-task learning
framework to mitigate gender bias in sentiment analysis and
medical text classification. We have demonstrated the effec-
tiveness of our approach by applying our model to these
two tasks. We also demonstrated that our proposed selective
privacy-preserving method does protect individuals’ sensi-
tive information, and it further mitigates the gender bias with
the negative multi-task learning framework. In the future, we
plan to apply the negative multi-task learning framework to
mitigate multiple bias simultaneously, such as age, race, etc.
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