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Abstract

Existing data-centric methods for protein science generally
cannot sufficiently capture and leverage biology knowledge,
which may be crucial for many protein tasks. To facilitate
research in this field, we create ProteinKG65, a knowledge
graph for protein science. Using gene ontology and Uniprot
knowledge base as a basis, we transform and integrate various
kinds of knowledge with aligned descriptions and protein
sequences. ProteinKG65 is mainly dedicated to providing a
specialized protein knowledge graph, bringing the knowledge
of Gene Ontology to protein function and structure prediction.
We also illustrate the potential applications of ProteinKG65
with a prototype. Our dataset can be downloaded at https:
//w3id.org/proteinkg65.

Introduction
Recent decades have witnessed the success of protein sci-
ence with neural networks AlphaFold2 (Jumper et al. 2021),
achieving remarkable performance in understanding the struc-
ture and functionality of the protein. However, relying solely
on protein sequence information cannot adequately capture
biological knowledge, which may be critical for many tasks.
The effective use of knowledge in related fields can improve
the upper limit of predicting protein structure and function.
Note that biologists have contributed lots of domain knowl-
edge in knowledge bases like Gene Ontology (Ashburner
et al. 2000). Thus, it is intuitive to leverage knowledge graphs
(KGs) as vital support for protein understanding. Yet one ma-
jor stumbling block is the limitation of high-quality knowl-
edge graphs that can cover biology knowledge and protein
sequences.

The research challenges of protein knowledge graph con-
struction we face are as follows: various biological knowl-
edge bases and protein data are publicly available in different
formats on the Web; however, it is a non-trivial task to inte-
grate those heterogeneous sources of data. For example, Gene
Ontology contains extensive biological functional knowledge
but is not directly associated with protein sequences. And pro-
tein ID exists differently in additional protein databases. To
integrate protein information, we propose Uniprot & GOA-
based Protein Alignment, a method that uses GOA and
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Figure 1: We show the format of ProteinKG65, taking the
protein A0A023GS28 as an example, showing some Go
terms associated with this protein and their relationship and
a wide range of application scenarios to ProteinKG65.

Uniprot ID mapping to align and merge data sources. An-
other major challenge is the extremely unbalanced distribu-
tion. Statistically, we observe that 97.9% of relational triples
involve relations of is a, part of and enables, which makes
it challenging to leverage long-tailed semantic knowledge
for protein understanding. To alleviate this data imbalance,
we propose Gene Ontology-based Relation Refinement,
which uses the transitivity in the Gene Ontology annotation
principles. For example, if a protein has an oxidoreductase
function, it must also have a catalytic function. So we asso-
ciate proteins with these high-level GO terms through their
subfunctions. We construct a multimodal protein KG based
on the above-mentioned technologies and further discuss its
potential applications. The contributions of this study can be
summarized as follows:

• We contribute a multimodal protein knowledge graph con-
taining all the experimentally verified high-quality pro-
teins with biological knowledge.

• We provide a prototype with an online demo to pre-
dict the secondary structure and function based on Pro-
teinKG65. For details, please refer to the demo website:
http://proteinkg.zjukg.cn.
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Figure 2: The construction process of ProteinKG65

ProteinKG65
We build ProteinKG65 based on Gene Ontology1 and Unipro-
tKB2. Figure 1 shows the details of ProteinKG65 and some
potential application scenarios. Gene Ontology describes
the knowledge of the biological domain concerning molecu-
lar function, cellular components, and biological processes,
which provides structured, computable knowledge about the
function of genes and gene products. UniProtKB is the central
hub for the collection of functional information on proteins
with accurate, consistent and rich annotation.

Multimodal Protein KG Construction
Uniprot & GOA-based Protein Alignment: In Figure 2,

we show the basic process of the method, the main steps are as
follows: Steps 1 and Step 2 extract gene annotations and gene
ontology information from the gene ontology knowledge
base. Step 3 and Step 4, we use the method to obtain all
the proteins in the annotation and retrieve the corresponding
protein sequence from the Swiss-Prot database. Then, we
align and merge three data sources according to ID.

Gene Ontology-based Relation Refinement:Step 5, We
refine the relations in ProteinKG25. We sample GO terms
from protein-go triplets in three ontologies, denoted as:

M =
∑
i

Sample(Gi, ki), i ∈ (BP,CC,MF ) (1)

where Gi is GO terms in protein-go triplets, and ki denotes
the top ki nodes we want in different ontology. After that, we
try to extract the corresponding descendant GO sets of these
terms, denoted as:

C = filter(
∑
g

F (g)), g ∈ M (2)

where function F denotes getting the subtrees of nodes se-
lected in M. We use filter() because there may be an over-
lap between the descendant sets of different GO terms in M.
g is the terms name in sampled nodes. Finally, we update the
original protein-go triplets, replacing the relation with a new
generate relation RN denoted as:

RN = {RO⊕g|RO
tail ∈ C, g ∈ M}∪{RO|RO

tail /∈ C} (3)

where RO denotes the origin relation in the protein-go triplet.
The GO appears in C, we contact origin relation with top k
nodes selected in M; otherwise, we keep the original.

1http://geneontology.org
2https://www.uniprot.org/

Setting Protein GO Relation Triplet

train 543,110 28,524 57 4,884,034

Transductive valid 25,241 5,009 44 51,243

test 217,463 17,908 57 575,160

train 543,110 28,524 57 4,884,034

Inductive valid 855 270 31 2,216

test 3,085 1,062 50 11,127

Table 1: The statistic of Protein-GO triplets in ProteinKG65.

Statics & Applications
To make the ProteinKG65 consistent with the real-world
application setting, we take two different settings for the
protein-go triplets dataset(transductive & inductive). We de-
tail the statistics of different settings in Table 1.

With the proposed ProteinKG65, we have implemented
a prototype protein understanding system3 based on a
knowledge-enhanced pre-trained protein language model
OntoProtein4. Biologists and computer scientists can uti-
lize the prototype to analyze proteins for structure and
function prediction. Note that ProteinKG65 contains rich
sequence–structure-function relations with biological expert
experience, which can be applied to protein-drug molecule
binding prediction and biological QA systems.

Conclusion
In this paper, we propose Uniprot & GOA-based Protein
Alignment and Ontology-based Relation Refinement to con-
struct ProteinKG65 for protein science. We also provide the
potential applications of ProteinKG65 with a prototype. We
hope our released knowledge graph can help to promote stud-
ies in AI for science.
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