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Abstract
Quantum convolutional neural network (QCNN) has just be-
come as an emerging research topic as we experience the
noisy intermediate-scale quantum (NISQ) era and beyond.
As convolutional filters in QCNN extract intrinsic feature us-
ing quantum-based ansatz, it should use only finite number
of qubits to prevent barren plateaus, and it introduces the
lack of the feature information. In this paper, we propose a
novel QCNN training algorithm to optimize feature extrac-
tion while using only a finite number of qubits, which is
called fidelity-variation training (FV-Training).

Introduction
Quantum computing has recently received the spotlight be-
cause of its potential to solve complex problems faster than
classical algorithms. In contrast to classical computation,
which uses a linear scale in bits, quantum computing uses
an exponential scale in qubits. It’s because the entanglement
of qubits can allow to represent multiple states simultane-
ously. As a result, quantum machine learning (QML) has at-
tained linear or sublinear complexity in comparison to the
polynomial complexity of conventional machine learning,
even in the current era of noisy intermediate scale quan-
tum (NISQ). Accordingly, various research utilize QML to
optimize its objectives (Yun et al. 2022). However, there
is still a challenging problem in utilizing QML i.e., bar-
ren plateaus. Barren plateaus hinder the training of QML,
and a lot of research has proved that increasing qubits in
ansatz induces barren plateaus. In this paper, we aim to op-
timize QML, especially quantum-based CNN (QCNN), us-
ing only a finite number of qubits to prevent barren plateaus
while maintaining reasonable performance. This approach
is called fidelity-variation training (FV-Train) in this paper.
The novelty of our proposed FV-Train is numerically and ex-
perimentally evaluated, and we finally confirm our proposed
method achieves desired performance improvements.

Related Work
Basic Quantum Gates. A qubit is a two-state quantum-
mechanical computing unit where the quantum state is rep-
resented with two basis states |0⟩, |1⟩ in Bloch sphere (Guan
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Figure 1: Overall Process of FV-Train.

et al. 2021). The quantum state can be described as |ψ⟩ =
α|0⟩ + β|1⟩, where α2 + β2 = 1. To utilize a single quan-
tum computing system, a classical data δ is embedded to
quantum state with the rotation gates Rx(δ), Ry(δ), and
Rz(δ), where each gate represents the rotation of δ over x-,
y-, and z-axes in Bloch sphere, respectively. By entangling
qubits with controlled-NOT (CNOT) gates in a multi-qubit
system, quantum computing achieves an advantage in pro-
cessing speed.
Quantum CNN (QCNN). QCNN, also called quanvolu-
tional neural network, is a quantum version of CNN for 2D
images using quantum circuits as a convolutional filter (Hen-
derson et al. 2020). To fully leverage massively parallel com-
putations on the superposition of quantum states with finite
number of qubits, QCNN designs random quantum circuit
layers to extract the intrinsic features of target images. The
main challenge in the research of QCNN is minimizing the
number of qubits while the ansatz-based filters carry out
convolution and full intrinsic features extraction.

FV-Train
This section presents our proposed QCNN training al-
gorithm named fidelity-variation training. As mentioned
above, using only a small number of qubits while main-
taining performance is challenging in QCNN. Note that in
QCNN, each ansatz acts like a convolutional filter in clas-
sical CNN. To extract various features of target image, we
aim to vary the nature of the quanvolutional filter. For this
purpose, we design an FV regularizer LFV , motivated by
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Algorithm 1: Fidelity Variation Train (FV-Train)
1 Initialization. QCNN parameters, w;
2 for e = {1, 2, . . . , E} do
3 for (x, y) ∈ ζk do
4 for l, l

′ ∈ {1, 2, . . . , L− 1} do
5 Get features with l-th and l

′
-th filter;

6 Calculate LFV ;
7 Calculate loss gradients;

8 Calculate Lk
e ← Ltotal;

9 θk
e+1 ← θk

e − ηe∇θk
e
Lk
e ;

Uhlmann’s fidelity function (Jozsa 1994). The fidelity of
output quantum states from two quanvolutional filters qX
and qY is defined as Φ(ρqX , ρqY ) = |⟨ψqX |ψqY ⟩|2, where
ρqX = |ψqX ⟩⟨ψqX | and ρqY = |ψqY ⟩⟨ψqY |. As the similar-
ity between the two states increases, the fidelity converges
to 1. On the other hand, as the similarity between the two
states decreases, the fidelity converges to 0, which means
that qY does not follow qX . We assume that a reduction in
the fidelity between output states of the quanvolutional fil-
ters enables the extraction of various intrinsic features. With
the assumption, we define FV regularizer as

LFV = 1− 1

LC2

∑
l,l′∈L

Φ(ψql , ψq
l
′ ). (1)

The training process of QCNN with FV regularizer is de-
scribed in Algorithm 1. The parameters (x, y) are denoted
as the input data and label, respectively. The predicted label
can be produced by activating fully-connected layer on the
concatenation of the observable in each filter. Cross-entropy
loss is described as LCE = − 1

C

∑C
c=1 log p(ypred = yc|x),

whereC represents the number of classes. Consequently, the
total loss of QCNN can be denoted as,

Ltotal =
1

D

∑
(x,y)∈ζk

[LCE + λLFV ], (2)

where D is the batch size and λ is the hyper-parameter of
FV regularizer.

Experiments
Setting. To corroborate the performance of the FV-Train, we
train a QCNN to classify the MNIST dataset through a clas-
sical training method (Vanilla-Train) and the FV-Train with
various fidelity regularizer parameter (λ = 0.1, 0.5, 1). We
design two random ansatz-based convolutional filters to ex-
tract the intrinsic features. The initial fidelity between the
two filters is set to 0.611 in all experiment setting.
Experimental Results. Fig. 2 represents the performance
difference between the Vanilla-Train and the FV-Train.
Fig. 2 (a) shows the fidelity of each training method. Note
that fidelity is a measure of closeness of two quantum states.
The FV-Train with different λ shows that the features ex-
tracted through the FV-Trained filter are more diversified
than the features from Vanilla-Trained filter. Here, we con-
firm our assumption that diversified features results in good
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(a) Fidelity. (b) Top-1 accuracy.
Figure 2: Performance evaluation for FV-Train.

performance. In Fig. 2 (b), we observe that the FV-Train
outperforms the Vanilla-Train. The FV-Train (λ = 0.1)
achieves 5.5% higher top-1 accuracy than the Vanilla-Train,
and the FV-Train (λ = 0.5, 10) achieves slightly higher ac-
curacy than the vanilla-train. From the results, we confirm
that even with the same QCNN, the FV-Train obtains more
diverse features than the vanilla-train.

Conclusion
In this paper, we propose a novel QCNN training framework
based on the concept of CNN and QML. To get various fil-
ters with finite number of qubits, we design FV-Train reg-
ularizer. To corroborate the performance of FV-Train with
QCNN, we compare the performance of QCNN with FV-
Train and vanilla-train. In future research, we intend to solve
the barren plateaus problem of QML by extracting various
intrinsic features through FV-Train while using only a finite
number of qubits.
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