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To autonomously perform tasks, a robot should continu-
ally perceive the state of its environment, reason with the
task at hand, plan and execute appropriate actions. In this
pipeline, perception is largely unsolved and one of the more
challenging problems. Common indoor environments typi-
cally pose two main problems: 1) inherent occlusions lead-
ing to unreliable observations of objects, and 2) the pres-
ence and involvement of a wide range of objects with vary-
ing physical and visual attributes (i.e., rigid, articulated, de-
formable, granular, transparent, etc., see Fig. 1). Thus, we
need algorithms that can accommodate perceptual uncer-
tainty in the state estimation and generalize to a wide
range of objects. Probabilistic inference methods have been
highly suitable for modeling perceptual uncertainty, and
data-driven approaches using deep learning techniques have
shown promising advancements toward generalization. Per-
ception for manipulation is a more intricate setting requir-
ing the best from both worlds. My research aims to develop
robot perception algorithms that can generalize over objects
and tasks while accommodating perceptual uncertainty to
support robust task execution in the real world. In this pre-
sentation, I will briefly highlight my research in these two
research threads.

Accommodation of perceptual uncertainty in state es-
timation: Starting from a collection of rigid objects on a ta-
ble to highly articulated objects with rigid body parts such as
cabinets, my research has contributed to various Generative
Probabilistic Inference (GPI) techniques for state estima-
tion (Desingh et al. 2019; Sui et al. 2017). The most impact-
ful contribution in this line of work is “Pull Message Passing
for Nonparametric Belief Propagation (PMPNBP) (Desingh
et al. 2019),” where the problem of indoor scene estimation
is formulated as a Markov Random Field (MRF). PMPNBP
caters to the high-dimensional and multimodal demands of
cluttered indoor scenes while being computationally fea-
sible. With the computational advantage of PMPNBP, we
show the first demonstration of practically applying a belief
propagation method for articulated object pose estimation,
with full pose prediction for each object part.

Generalization to a wide range of objects: Real-world
objects are too diverse, and assigning handcrafted explicit
object representations such as 6DoF poses is non-trivial. We
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Figure 1: To understand the perceptual demands of a general-
purpose robot manipulator, let us consider an example task of mak-
ing an omelet. Various categories of objects are involved in this sin-
gle task; eggs, butter, salt, pepper, omelet (brittle, semi-solid items,
granular substances), fridge, dishwasher, cabinet (articulated ob-
jects), pan, fork, bowl (rigid objects), counter, stove (place/object
locations), and wipes or cloth (deformable objects). A robot must
perceive and interact with each of these categories of objects to ac-
complish this seemingly simple task.

explore ways to learn object-centric representations from
large amounts of simulated task execution data. “Spatial
Object-centric Representation Network (SORNet)” (Yuan
et al. 2021), a preliminary work in this direction, showed
promising generalization of learned object representations
to unseen object instances. SORNet representation captures
continuous spatial relationships while being trained purely
on logical relationships.
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