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Abstract

Adversarial attacks on thermal infrared imaging expose the
risk of related applications. Estimating the security of these
systems is essential for safely deploying them in the real
world. In many cases, realizing the attacks in the physical
space requires elaborate special perturbations. These solu-
tions are often impractical and attention-grabbing. To ad-
dress the need for a physically practical and stealthy adver-
sarial attack, we introduce HOTCOLD Block, a novel phys-
ical attack for infrared detectors that hide persons utiliz-
ing the wearable Warming Paste and Cooling Paste. By at-
taching these readily available temperature-controlled mate-
rials to the body, HOTCOLD Block evades human eyes ef-
ficiently. Moreover, unlike existing methods that build ad-
versarial patches with complex texture and structure fea-
tures, HOTCOLD Block utilizes an SSP-oriented adversarial
optimization algorithm that enables attacks with pure color
blocks and explores the influence of size, shape, and posi-
tion on attack performance. Extensive experimental results in
both digital and physical environments demonstrate the per-
formance of our proposed HOTCOLD Block. Code is avail-
able https://github.com/weihuil 308/HOTCOLDBlock.

Introduction

Deep Neural Networks (DNN5s) have achieved great success
in various fields. They work not only well in visible light but
also in thermal infrared imaging, e.g., thermal infrared de-
tection systems that are widely used in autonomous driving,
night surveillance, temperature measurement, etc. However,
adversarial attacks in both digital and physical worlds ex-
pose the vulnerability of DNNGs, raising concerns about the
security of related applications. The security of DNNs has
attracted significant attention in visible light (Xu et al. 2021;
Duan et al. 2021; Cai et al. 2022; Wang et al. 2022; Hu et al.
2022; Zhong et al. 2022) but has not been fully explored in
thermal infrared imaging.

“These authors contributed equally.

TCorresponding Author
Copyright © 2023, Association for the Advancement of Artificial
Intelligence (www.aaai.org). All rights reserved.

15233

(d) HoTCoLD block attack

Figure 1: Different infrared attack methods. Our HOTCOLD
Block is effective and stealthy. It achieves competitive at-
tack performance on YOLOVS5 (Jocher 2020) while evades
human eyes better.

This paper focuses on the physical adversarial attack on
infrared detectors (for brevity, we refer to “thermal infrared”
as “infrared” throughout the paper), which hides persons
from smart infrared cameras. Different from adversarial at-
tack in the digital world that directly injects adversarial per-
turbations to captured images, adversarial attack in the phys-
ical world requires physically realizable objects—defined as
adversarial medium—to compose adversarial perturbations.
Recently, Zhu et al. (2021, 2022) successively propose to
perform attacks on infrared detectors with patches that con-
sists of small light bulbs and invisible clothing made of aero-
gel. While they achieve reasonable attack effectiveness, their
adversarial mediums are attention-grabbing and look unnat-
ural to the human, making the attack suspicious.

To address the aforementioned problems, we introduce
new adversarial mediums—Warming Paste and Cooling
Paste—based on our findings. First, such temperature-
controlled materials can affect infrared imaging. They ap-
pear as pure color blocks under the infrared camera and in-
terfere with detectors consequently. Second, they are wear-
able, making the attacks quite stealthy. Figure 1 gives the
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Figure 2: Distinguishing the proposed method with existing methods. Unlike prior methods, the proposed HOTCOLD Block
optimizes the size, shape, and position of patches that are pervasively overlooked.

comparison samples. Third, they are physically practical for
performing the attacks, only need to paste them on the body.
And finally, the Warming Paste and Cooling Paste are read-
ily available without complicated hand-crafting. The cost to
execute an attack with them is less than $1. Consequently,
they are ideal for attacking infrared detectors, and we pose a
new research question: how fo design effective patterns with
these new adversarial mediums?

This research problem is challenging since images of
these materials are simple under infrared cameras and can
hardly construct complex patterns. Existing physical adver-
sarial attacks (Thys, Van Ranst, and Goedemé 2019; Liu
et al. 2020; Tan et al. 2021; Hu et al. 2021) mainly use
patch-based methods, which replace a localized region of
the targeted image with an elaborate patch. In this regard,
researchers delve into the structure and texture features of
the patch. They aim to generate particular patterns that can
fool the DNNs. Intuitively, the attack effectiveness would
suffer from the simple structure and texture of the patch.

Considering this limitation and the imaging character-
istics of the Warming Paste and Cooling Paste, we pro-
pose HOTCOLD Block, which exploits pure color blocks to
achieve physically practical and stealthy adversarial attacks
under infrared cameras (Figure 2). To improve the perfor-
mances in attack, we analyze the 5 attributes of patches:
shape, size, position, structure, and texture, and design
SSP-oriented adversarial optimization, which optimize the
patch’s size, shape, and position on the target human body si-
multaneously. To the best of our knowledge, we are the first
to reveal how the lower-level attributes—size, shape, and
position—compared to the high-level counterparts—texture
and structure—affect the attack performance. Extensive ex-
perimental results on the digital and physical world demon-
strate that HOTCOLD Block can effectively attack infrared
detectors while ensuring quite stealthy.

Our main contributions are summarized below:

* We propose a new stealthy adversarial attack via the
wearable temperature-sensitive materials Warming Paste
and Cooling Paste, called HOTCOLD Block, which is
physically practical.

* We develop an SSP-oriented adversarial optimization

15234

that considers three lower-level features of patches simul-
taneously, i.e., size, shape, and position, instead of setting
them manually like most prior works.

¢ We evaluate our method on mainstream detectors. Exten-
sive experiments in digital and physical space show that
our HOTCOLD Block achieves competitive performance
on effectiveness, stealthiness, and robustness.

Related Work

Patch-based adversarial attacks. The patch-based ad-
versarial attack is defined as an attack that is able to fool
DNNs with elaborate patches and has been frequently ap-
plied to physical attacks (Liu et al. 2019a, 2020; Zolfi et al.
2021). Generally, this type of method replaces a localized
region of the threat image with a patch, regardless of per-
turbation constraint (Brown et al. 2017; Liu et al. 2019b;
Zhu et al. 2021). In recent years, researchers aimed to trade
off the effectiveness and stealthiness of the patch. For in-
stance, Thys, Van Ranst, and Goedemé (2019) managed to
generate smoother textures with the total variation loss. Af-
ter that, Wu et al. (2020) and Xu et al. (2020) printed patches
on the clothing to evade human eyes, e.g., adversarial T-
shirt and invisibility cloak. Some recent papers generated
cartoon-like patches that look more natural (Tan et al. 2021;
Hu et al. 2021). To sum up, previous methods mainly focus
on designing special structures and textures for adversarial
patches while overlooking the more general attributes: size,
shape, and position. In this paper, we explore the influence
of those three attributes on attack effectiveness.

Attacks to thermal infrared imaging. Unlike the exten-
sive research work on adversarial attacks in visible light im-
ages, to the best of our knowledge, only two publications
focus on the safety of thermal infrared imaging. Zhu et al.
(2021) proposed a patch-based adversarial attack, which
uses small glowing light bulbs to manufacture special in-
frared patterns. The following year, Zhu et al. (2022) de-
signed infrared invisible clothing based on a new mate-
rial aerogel that successfully evades person detectors. Ob-
viously, whether small glowing light bulbs or clothes made
of aerogel material, they have a common shortcoming: they



are attention-grabbing when performing attacks. This is con-
trary to the mission of adversarial attacks. Unlike those
works, we propose a physically practical and stealthy adver-
sarial attack called HOTCOLD Block. The adversarial medi-
ums we use are the Warming Paste and Cooling Paste, wear-
able and readily available temperature-controlled materials.

Method

This section presents our method, i.e., HOTCOLD Block. We
first introduce the modeling of the adversarial medium and
then describe the SSP-oriented adversarial optimization.

Problem Definition

Given an input image I and the distribution of all original
images D, each /€D contains one or multiple person in-
stances. The pre-trained person detector f : [—)) can pre-
dict labels )7 matching the true labels ) that includes posi-
tion of the bounding boxes Vs, the object probability V,y;
and the class score V,s:

Y = Vposs Vovjs Vars) = F(I). (1

Our goal is to fool the person detector so that it cannot iden-
tify the person, i.e., V,;;=0. In this paper, we use a patch-
based attack method, which replaces localized regions of the
original image with patches. We denote the threat image as
I,4,- The goal can be described as follows:

@

arg min Vop; = argmin f(Zodv),
where ¢ is the index of the ¢-th image in D.

HoTtCoLD Block Modeling

HoT1CoLD Block aims to fool the infrared detector using the
Warming Paste and Cooling Paste, essentially a patch-based
adversarial attack. A patch generally has five attributes: size,
shape, position, structure, and texture. In this paper, we
delve into the size, shape, and position (“SSP” for short)
of patches, with the two primary considerations: (i) in the
previous work, the lower-level features SSP of patches are
pervasively set manually. Their influence on attacks has not
been fully explored compared to the high level of features—
texture, and structure. (ii) since the Warming Paste and Cool-
ing Paste are imaged as pure color blocks under the infrared
camera with simple structure and texture, studying the SSP
of color blocks would be more meaningful.

In practice, allowing the optimization algorithm to fit an
arbitrary shape is unreasonable. One is because some shapes
are not physically achievable with our adversarial medium,
and the other is due to the high complexity of area calcula-
tion for some shapes. These problems are especially promi-
nent for irregular concave polygons. Thus, we use a nine-
square-grid to model our adversarial medium in the digital
space, as shown in Figure 3. Consequently, not only are the
aforementioned problems tackled, but we can simulate the
SSP of patches reasonably and conveniently.
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Figure 3: Example of nine-square-grid states for shape mod-
eling. We use the optimization algorithm to find the optimal
shape that minimizes the object probability Vop;. As shown,

the available options are diverse and flexible.

Size. Here, we define the size as the area of patches. Since
HoTCoLD Block uses more than one patch to attack the
targeted infrared detector, the size depends on the number
m of patches, the number n of the occupied grids, and the
side length [ of the nine-square-grid. Note that the small size
facilitates stealthiness. To minimize patch size, we design
a mechanism to trade off the size and attack effectiveness.
Concretely, we take the growth part of the size as a penalty
term, represented as
2

Loy = Vob; + )\AT(W%

N———

penalty term

3)

where X is a hyperparameter to prevent V,; from over-
whelming the penalty term. The sign A4 represents positive
growth, and we set the penalty term to O when it decreases.

Shape. For the shape of patches, we determine it with
a 3x3 matrix M. The 0-1 value of the matrix con-
trols the state of each grid in the nine-square-grid, e.g.,
M=[[0,1,0],[1,1,1], [0, 1, 0]] represents the state shown in
Figure 3 (n=>5). As shown, we can exploit flexible and com-
plex combinations to obtain a plethora of patch shapes. The
optimization algorithm in our method is dedicated to finding
the optimal shape to achieve a higher attack success rate.

Position. To improve the attack effectiveness, HOTCOLD
Block employs a multi-patch joint attack strategy. Our ad-
versarial mediums, the Warming Paste and Cooling Paste,
are suitable for this, and it is realizable and natural to achieve
in the physical space. Here, we find an appropriate set of co-
ordinates P={(z1,y1), (x2,Y2); .-, (Xm, Ym ) } to determine
the position of the top-left vertex of each patch, where m is
the number of patches. The corresponding vertices coordi-
nate P is served as the parameter for optimization.

SSP-oriented Adversarial Optimization

In Figure 4, we display the adversarial mediums and their
imaging under the infrared camera. Based on the aforemen-
tioned modeling, we develop an SSP-oriented adversarial
optimization algorithm for performing successful attacks,
with the core objectives of 1) minimizing patch Size, 2) find-
ing the optimal Shape, 3) learning suitable Positions.



(a) device '

Figure 4: The hardware used for physical attack. (a) our image acquisition device. (b) the Warming Paste with their images in
RGB-Infrared space. (c) the Cooling Paste with their images in RGB-Infrared space.

Algorithm 1: SSP-oriented Adversarial Optimization
Input: Dataset D, Detector f.
Parameter: A vector of parameter set O = { M, P}
Output: M, P

l: Lett =0.

2: Initialization: Randomly set M, P

3: InitializeSwarm(particles)

4: for i < 0 to epoch do

5. while I = iterator(D) is not Null do
6: Iadv — apply(I,M,P)

7 Lobj - f([ad'u)

8 M, P’ « particles.move(Z;, )
9: I(’zd'u — apply(IaMlypl)

100 Loy = fToa)

11: if £,,; < Loy, then

12: Me M, PP

13: particles.update(PersonalBest: p_i)i)
14: swarm.update(GlobalBest: g_i)i)
15: else

16: pass

17: end if

18:  end while

19: end for

20: return GlobalBest: {M, P}

Before describing the optimization algorithm, we analyze
the optimization objective and optimization parameters. The
focus of the optimization objective is to minimize L, aim-
ing to result in person invisibility by detector f. The opti-
mized features are the patch’s size, shape, and position. For-
mally, we list the optimization parameter set O={M, P}.

Since calculating a backward gradient on all operations
of HOTCOLD Block is challenging and the parameter val-
ues in O are discrete, solving this problem with the popular
gradient descent optimization algorithm (Ruder 2016) is not
appropriate. Inspired by Zhong et al. (2022), we exploit the
particle swarm optimization (PSO) strategy (Poli, Kennedy,
and Blackwell 2007), which is a bio-inspired algorithm and
does not use the gradient of the problem being optimized.

Based on the PSO, we design the SSP-oriented adversar-
ial optimization. Specifically, a number of simple entities,
the particles, are placed in the search space of our prob-
lem. Each individual in the particle swarm is composed of
O={M, P}. On each iteration, all the particles adjust their
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velocities ¥; and positions Z;. If one position is better than
any that has been found so far, then the value is stored as

the globe best position g?)i of the swarm. Meanwhile, the

individual particle has its own personal best position pb,.
The pseudocode of SSP-oriented Adversarial Optimization
is shown in Algorithm 1. We start with a number of random
points. All the particles move in the direction of decreasing

Loy;. Each movement of particles is influenced by the p?)i

but is also guided toward the g_i)i, which is found by the en-
tire swarm of particles. In our optimization, the number of
parameters is few, reduced by 4000 times, compared to up-
dating the patch’s structure and texture (a 300 x 300 patch
that has 9 x 10* update pixels).

Experiments

In this section, we carefully evaluate the performance of our
HoTCoLD Block on the three criteria: effectiveness, stealth-
iness, and robustness.

Experimental Settings

Datasets. 1) Digital adversarial attack. Following Zhu
et al. (2021), we evaluate the performance of our method
on the Teledyne FLIR ADAS Thermal dataset (SYSTEMS
2022b)!. Infrared images were acquired with a Teledyne
FLIR Tau2 (13 mm {/1.0 with a 45-degree HFOV and 37-
degree VFOV). The thermal camera operated in T-linear
mode. We filter the original dataset for better fitting to the
patch-based adversarial attack, with two conditions of (i) the
images contain “person” category, (ii) the bodies of persons
in the images have a height of more than 120 pixels. Finally,
1,255 images are available, of which 878 are the training set
with 1,366 eligible “person” labels and 377 are the testing
set with 598 eligible “person” labels. 2) Physical adversar-
ial attack. In the physical space, we capture infrared images
with a FLIR ONE Pro camera (SYSTEMS 2022a), which
has a thermal resolution of 160x120. During capture, the
camera is connected to a Xiaomi phone for real-time image
display (see Figure 4(a)). We build lab setups that allow for
shooting distances from 0 to 4 meters, record 8 videos in

"Note that since the Teledyne FLIR company released an up-
dated version in January 2022, we use v2.0 instead of v1.0. The
updated dataset not only expands labels to 15 categories vs. 5 orig-
inal categories, but also the scale of the annotated image with an
+83% increase compared to the v1.0 release.



Num of Side length [ (%)
PatT(:les Method 6 8 10 12 14 16 Average

AP| ASRtT AP/ ASRT AP| ASRtT AP/ ASRT AP| ASRt AP/ ASRT AP| ASRt

R 94.1 1.3 944 0.7 934 0.0 933 22 930 29 911 7.0 932 2.4

1 MR 94.7 0.0 942 4.0 943 1.8 937 35 943 22 937 26 942 2.4
. HCB 934 18 932 29 907 37 880 84 856 90 809 147 886 68

R 93.4 37 929 37 926 1.7 91.0 50 874 127 81.8 185 899 7.6

2 MR 93.9 2.6 932 2.8 925 22 922 53 905 64 750 249 89.6 7.4
. HCB 920 59 874 75 810 215 703 268 653 292 548 409 751 220

R 93.3 0.0 922 1.3 912 55 865 149 825 154 766 21.3 87.1 9.7

3 MR 94.0 3.1 933 22 8.4 130 79.0 194 700 330 588 358 803 17.8
I HCB 894 66 800 108 704 286 587 338 520 378 383 492 658 27.8

R 91.5 3.1 89.7 46 876 116 837 178 738 259 66.1 359 82.1 16.5

4 MR 93.5 35 923 48 81.8 193 747 239 658 372 49.0 387 762 212
o HCB 816 132 695 250 666 319 430 404 266 593 293 598 528 383

R 92.1 1.1 876 101 81.7 193 725 261 637 361 472 468 741 233

5 MR 91.8 29 86.8 99 649 314 483 479 282 694 141 778 557 400
R HCB 835 136 584 383 498 472 346 587 229 688 116 778 435 507

R 90.7 75 876 101 784 19.1 640 33.0 620 393 31.0 599 69.0 282

6 MR 90.9 79 849 134 768 19.8 448 501 259 673 89 826 554 402
I HCB 753 229 597 393 401 574 357 609 110 822 102 835 387 57.7

R 88.2 88 819 158 684 297 594 379 484 451 252 646 619 337

7 MR 88.6 136 83.0 143 694 257 285 642 145 73.0 57 884 483 465

HCB 719 262 574 345 361 569 240 66.8 248 71.0 59 899 367 57.6

Table 1: Quantitative results on the FLIR ADAS test set at varying setups. We report AP (%), ASR (%) for our adversarial attack
method HOTCOLD Block (HCB) vs. the random block attack (R) and the manual-random block attack (MR), under varying
numbers m of patches and side lengths [ (% of the person’s height).

different scenes, and then extract one frame per second. We
capture a total of 112 images and use Labellmg? to annotate
them with 224 labels.

Evaluation metrics. We aim to hide the person from de-
tectors. To this end, we adopt the Average Precision (AP)
metric to evaluate the performance of detectors on the threat
dataset. Note that lower AP indicates stronger attack effect.
In addition, the Attack Success Rate (ASR) is used to evalu-
ate the effectiveness of our attack methods, which is defined
as the percentage of positive and total samples as follows:

N
ASR(X) =1 — %Z sign(label;), @)

=0

. 1, label; € Ly,
sign(label;) = {O, aotehérwisg. ‘

where N is the number of all true positive labels detected
in the dataset X when there is no attack, L,,. is the set of
all labels detected under attacking. The higher the ASR, the
more effective the adversarial attack method is.

&)

Competing methods. We compare our method with the
only 2 methods in the field of infrared attack:

e Bulb Attack (Zhu et al. 2021): a physical attack method
that fools infrared pedestrian detectors using small bulbs.

* QR Attack (Zhu et al. 2022): a multi-angle physical at-
tack method that designs the adversarial “QR code” pat-
tern for attacking infrared detectors.

?Labellmg: https://github.com/heartexlabs/labellmg
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Implementation details. We use YOLOvVS5 (Jocher 2020)
as our target model since it is a fast, effective, and widely-
used detector. For infrared detection, we use the pre-trained
weights on the MSCOCO Dataset (Lin et al. 2014) as initial-
ization and fine-tune the model on the FLIR ADAS Dataset.
The AP score of the fine-tuned target model achieves 94.8%
on the test set. We set the population size of the particle
swarm to 100 and the block’s pixel value to 0.2. We con-
duct all experiments on a device with an NVIDIA GeForce
RTX 3090 GPU, and all our codes are implemented in Py-
Torch. Our used Warming Paste can keep on heating for 6
hours with an average temperature of 53 °C, and Cooling
Paste can cool down to 24 °C for 4 hours.

Evaluation of Effectiveness

Digital adversarial attack. In the digital space, we attack
every image in the test set of the FLIR ADAS dataset with
HoT1CoLD Block. We run our attack with controlled num-
bers of patches and side lengths. Table 1 reports the effec-
tiveness evaluation results for our method (HCB) vs. the ran-
dom block attack (R) and the manual-random block attack
(MR). MR refers to random positions, but manual interven-
tion to avoid overlap between patches for fair comparison.
Through the analysis of all experimental setups and results
in Table 1, we can reach the following three conclusions:
1) HorCoLD Block comprehensively outperforms random
and manual-random, demonstrating that our method is feasi-
ble and effective; 2) The attack effectiveness is strengthening
as the number m of patches and the side length [ increase, in
keeping with our expectations; 3) HOTCOLD Block lowers
the AP to 43.0% and achieves 40.4% ASR under m=4 and
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Figure 6: Quantitative results. (a) Precision-Recall curve in
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Block at different distances in the physical space.

4

l=12, showing that our method is physically practical due to
the legitimate configuration. Note that our following experi-
ments are in this configuration unless otherwise specified.

In Figure 5, we show qualitative examples comparing our
results with those of the baseline methods. Moreover, we
draw the P-R curve for quantitative evaluation in Figure 6(a).
It is clear that HOTCOLD Block achieves competitive per-
formance. For example, it causes the AP of YOLOVS to
drop by 51.8%, significantly outperforming 9.5% and 24.1%
achieved by the only two baseline methods. Note that, al-
though we applied four patches for attacking (as shown in
Figure 5(e)), the total area is similar to the area of 1 patch
applied in the comparison methods.

Physical adversarial attack. Figure 6(b) and Figures 8
depict the quantitative and qualitative results, respectively.
Our attack is effective and achieves an over 90% ASR at
Im and 2m shooting distances. Although only attacking one
person in the frame, the AP drops to 73.6% on average. Ob-
serve that with the increasing shooting distance, the ASR be-
comes relatively low. By comparison, the shape of the patch
suffers from obvious deformation due to the insufficient in-
frared camera resolution. This deformation may degrade the
attack effectiveness. Nevertheless, the ASR is still around
34%. The results show that HOTCOLD Block is physically
practical and evades infrared detectors in the real world. See
Supplementary Material for the video demo.

Evaluation of Stealthiness

As aforementioned, considering the stealthiness of attacks,
we choose the Warming Paste and Cooling Paste as our
adversarial medium. In Figure 7(a), it is clear that the ad-
versarial mediums are in harmony with society and do not
draw attention to themselves. Moreover, even if the status
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(a) Exposed

(b) Covered

Figure 7: Examples of RGB-Infrared image pairs with ex-
posed and covered adversarial mediums.

w/o Attack w/ Attack
Detector
AP] ASRT AP| ASR?T

YOLOV3 95.4 - 52.5 40.1
YOLOVS 94.8 - 43.0 404
DETR 94.2 - 65.1 4.5
RetinaNet 93.6 - 57.5 22.6
Faster RCNN  94.5 - 319 494
Mask RCNN  95.7 - 48.8 36.3
Average 94.7 - 49.8 32.2

Table 2: Evaluation across various detectors.

quo is still unsatisfactory, our method allows hiding the ad-
versarial medium by wearing another garment on the outer
surface. As shown in Figure 7(b), the human eyes cannot
recognize adversarial mediums on the human body in RGB
space. Note that the change from the “exposed” to the “cov-
ered” hardly affects the infrared camera’s imaging. Com-
pared with the baseline methods, HOTCOLD Block success-
fully achieves fairly imperceptible attacks.

Evaluation of Robustness

We evaluate the attack robustness of our approach across
various detectors under the black box setting, including
YOLOV3 (Redmon and Farhadi 2018), DETR (Carion et al.
2020), RetinaNet (Lin et al. 2017), Faster RCNN (Ren et al.
2016), and Mask RCNN (He et al. 2017). The detectors are
pre-trained on the MSCOCO Dataset (Lin et al. 2014) and
fine-tuned on the FLIR ADAS Dataset. Table 2 reports ASR
and the changes in AP. We can see that the detectors have
a significant degradation in performance when facing HOT-
CoLD Block, which makes AP drop by 44.9% and achieves
32.2% in ASR on average. By comparing the results, we also
notice that DETR is minimally affected. One possible reason
is that the transformer-based network used in DETR is ben-
eficial in defending against adversarial attacks. Broadly, our
attack is shown to be robust under the majority of models.
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Parameter and Ablation Studies

Effect of \. Larger A have more effect on stealthiness by
reducing the size but are less effective. We evaluate the AP
and ASR of our attack with different A\. As shown in Fig-
ure 9(a), the attack effectiveness of HOTCOLD Block re-
mains stable when A equals O to 3, and drops dramatically
when A=4. Moreover, We analyze the state of the nine-
square-grid and observe that as A increases, fewer grids are
activated, i.e., the actual area of the patch is smaller. To sum
up, by modifying A, our proposed method can trade off the
visual stealthiness and effectiveness, and we set A=3 to ob-
tain the optimal balance.

Effect of the block’s pixel value. We then show how the
block’s pixel value impacts the adversarial effectiveness of
HotCoLD Block. Figure 9(b) shows the results. Observe
that as the pixel value increases, the attack capability ex-
hibits a concave curve, which means that taking values close
to 0 or 1 favors the attack. This change is because when the
patch and the body are fused, i.e., their pixel values are close,
and the patch no longer has attack capabilities. Note that the
values of the Warming Paste and Cooling Paste under the
infrared camera are nearly 0.9 and 0.2, respectively. There-
fore, the adversarial mediums we chose are appropriate for
efficient physical attacks.

Defense Discussion

Attack and defense develop parallel, like an arms race, to im-
prove the model’s capabilities. Here, we discuss the method
for defending against HOTCOLD Block. Based on our un-
derstanding of HOTCOLD Block, we apply the adversar-
ial training (Bai et al. 2021) that aims to enhance the ro-
bustness of models intrinsically. Concretely, we augment
training data with adversarial examples generated by HOT-
CoLD Block in each training loop. Then we perform at-
tacks on the retrained model to verify its effectiveness in
the digital space. By comparing the results, where the AP
achieves 94.9% with no attack and 91.6% with attacks, the
retrained model becomes more robust with no performance
loss. Therefore, we can use our image augmentation method
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Figure 9: Parameter and ablation studies of hyperparameter
A (a) and the block’s pixel value (b).

to improve the detectors’ performance further. In this regard,
our work has important practical significance for applying
DNNs-based models in the real world.

Limitation

Although HOTCOLD Block shows excellent performance in
attacking infrared detectors, it is hard to implement multi-
angle attacks due to the segment-missing problem (Hu et al.
2022). Concretely, since the blocks produced by the Warm-
ing Paste and Cooling Paste would be obscured when the
viewing angle changes, causing them to disappear from the
infrared camera, HOTCOLD Block would drop in the attack
success rate. We believe simulating the 3D virtual human
body and sticking adversarial blocks on the surface can solve
this problem.

Conclusion

In this paper, we propose a novel physical adversarial at-
tack called HOTCOLD Block that applies the Warming Paste
and Cooling Paste to hide persons from being detected by
infrared detectors. Our wearable adversarial mediums are
physically practical and stealthy due to their intrinsic proper-
ties. Moreover, we design an SSP-oriented adversarial opti-
mization, which delves into the feature space of size, shape,
and position rather than texture and structure. Extensive
experiments in both digital and physical spaces show that



our HOTCOLD Block evade both human eyes and detection
models more effectively than existing methods.
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