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Abstract

Data-driven predictive solutions predominant in commer-
cial applications tend to suffer from biases and stereotypes,
which raises equity concerns. Prediction models may dis-
cover, use, or amplify spurious correlations based on gender
or other protected personal characteristics, thus discriminat-
ing against marginalized groups. Mitigating gender bias has
become an important research focus in natural language pro-
cessing (NLP) and is an area where annotated corpora are
available. Data augmentation reduces gender bias by adding
counterfactual examples to the training dataset. In this work,
we show that some of the examples in the augmented dataset
can be not important or even harmful to fairness. We hence
propose a general method for pruning both the factual and
counterfactual examples to maximize the model’s fairness as
measured by the demographic parity, equality of opportunity,
and equality of odds. The fairness achieved by our method
surpasses that of data augmentation on three text classifica-
tion datasets, using no more than half of the examples in
the augmented dataset. Our experiments are conducted using
models of varying sizes and pre-training settings. WARNING:
This work uses language that is offensive in nature.

1 Introduction
Although pre-trained language models (Vaswani et al. 2017;
Devlin et al. 2019; Radford et al. 2018, 2019; Brown et al.
2020; Raffel et al. 2020; Yang et al. 2019) have been
tested on a variety of language understanding and generation
benchmarks (Wang et al. 2018, 2019; Rajpurkar et al. 2016;
Budzianowski et al. 2018; Zhang et al. 2018; Mordido and
Meinel 2020; Sauder et al. 2020), the fairness of these mod-
els with respect to marginalized communities has recently
come under scrutiny (Dixon et al. 2018; Zhang et al. 2020;
Garg et al. 2019). In terms of unintended gender bias in pre-
diction, the works by Nadeem, Bethke, and Reddy (2021)
and Meade, Poole-Dayan, and Reddy (2022) show that pre-
trained language models, such as BERT (Devlin et al. 2019),
RoBERTa (Liu et al. 2019), GPT-2 (Radford et al. 2019), and
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XLNet (Yang et al. 2019) behave differently based on the
presence or absence of gender cues in the input text, while
the prediction should have remained agnostic.

Similar results have been shown for non-pretrained re-
current networks (Hall Maudslay et al. 2019; De-Arteaga
et al. 2019; Lu et al. 2020) such as long short-term mem-
ory models (LSTMs) (Hochreiter and Schmidhuber 1997)
and gated recurrent units (GRUs) (Chung et al. 2014). Kir-
itchenko and Mohammad (2018) also highlight that support
vector machines (SVMs) (Hearst et al. 1998) applied for sen-
timent analysis predict anger with a higher probability for
input texts having references to female gender (e.g. she, her,
woman, lady) over texts with male references (e.g. he, him,
himself, man), with the same context. A biased model should
not replace humans in certain tasks (e.g. resume filtering or
loan eligibility prediction), regardless of how accurate it is
if it achieves high accuracy on a test set that is not represen-
tative of the population. For example, if most test examples
refer to men, this could hide the model’s poor performance
on examples that reference women. Hence, relying solely on
metrics such as accuracy and F1 might be misleading.

To mitigate gender bias in language models, several tech-
niques have been proposed. These methods can be broadly
classified into three main categories: data-based methods
(Lu et al. 2020; Hall Maudslay et al. 2019; De-Arteaga et al.
2019); regularization-based methods (Gupta et al. 2021;
Garg et al. 2019); and adversarial-based methods (Song et al.
2019; Madras et al. 2018; Jaiswal et al. 2020). Data-based
methods, which are our focus in this work, change the train-
ing data to balance the bias through targeted data augmenta-
tion (Lu et al. 2020; Hall Maudslay et al. 2019), construct-
ing counterfactual examples (Garg et al. 2019), or removing
protected attributes from the input (De-Arteaga et al. 2019)
to disallow models from learning any correlation between
labels and gender words. Regularization-based methods add
an auxiliary loss term to the objective function that reduces
the amount of bias in the model. Adversarial-based methods
use adversarial learning for bias mitigation.

Although data-based methods are effective in theory, they
are also demanding in different ways. First, some meth-
ods such as counterfactual data augmentation (CDA) (Lu
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et al. 2020) add counterfactual examples to the training data,
which substantially increases the training time. Second, data
balancing methods (Dixon et al. 2018) manually collect
more examples for the under-represented groups, which re-
quires human intervention. Third, the performance may de-
grade on the main downstream task (Zhang et al. 2020;
Meade, Poole-Dayan, and Reddy 2022). In this work, we
propose the gender equity (GE) score, which ranks the coun-
terfactual examples based on their contribution to the overall
fairness of the model. Intuitively, this score makes data aug-
mentation methods more efficient by only using the exam-
ples that have the largest contribution to fairness. The prun-
ing nature of our approach also helps exclude the harmful
examples that degrade the overall fairness of the model by
enforcing stereotypical associations about different genders.
Our goal is to find the best trade-off between fairness and
performance. Our contributions are summarized as follows:

1. We propose a way to filter the examples that enforce un-
desired gender stereotypes from the training data, thus
improving the overall fairness of the model compared to
conventional data augmentation.

2. We reduce the redundancy in counterfactual data aug-
mentation by pruning the counterfactual examples that
are not important for fairness (i.e. the ones that do not
contain gender words).

3. We study the effect of gender bias mitigation on down-
stream task performance and find that our method only
shows a degradation of no more than 3% on the AUC
over three popular language understanding tasks that are
concerned with biases and stereotypes, compared to the
original (biased) BERT and RoBERTa models.

2 Related Work
Gender bias Gender bias is defined as the tendency of the
system (which is the machine learning model in our case)
to change its prediction based on the gender of the per-
son referred to in the sentence (Friedman and Nissenbaum
1996). Existing works that study gender bias can be cat-
egorized into structural (Adi et al. 2017; Hupkes, Veld-
hoen, and Zuidema 2018; Conneau et al. 2018; Tenney, Das,
and Pavlick 2019; Belinkov and Glass 2019) or behavioural
(Sennrich 2017; Isabelle, Cherry, and Foster 2017; Naik
et al. 2018) approaches. Our work follows a behavioral ap-
proach for bias quantification. Structural methods measure
gender bias by focusing on the embeddings that the model
assigns to sentences or words, regardless of the model’s pre-
diction (Tenney, Das, and Pavlick 2019; Belinkov and Glass
2019). One of the earliest structural methods to quantify bias
is known as the Word Embedding Association Test (WEAT)
(Brunet et al. 2019), which measures the similarity between
the word embeddings of some target words (such as “men”
and “women”) and some attribute words (such as “nice” or
“strong”). According to this metric, a model is considered
biased if the word embeddings for masculine words such
as “man” and “boy” have a higher cosine similarity with at-
tribute words such as “strong” and “powerful” than feminine
words such as “woman” and “girl”. The work by May et al.

(2019) extended this concept to sentence embeddings by in-
troducing a Sentence Embedding Association Test (SEAT).

Behavioral methods, on the other hand, measure the
model’s bias based on its predictions on synthetic datasets
designed specifically for gender bias assessment. The work
by Dixon et al. (2018) measured bias using the False
Positive Equality Difference (FPED) and False Negative
Equality Difference (FNED). In other words, they mea-
sure bias as the inconsistency in false positive/negative rates
across different genders. For example, if a model has a
higher false positive/negative rate when the input examples
refer to women, then the model is biased.

Data-based bias mitigation methods One of the early
works in data-based bias mitigation methods is the work by
Dixon et al. (2018), which proposed an expensive, yet ef-
fective, data augmentation technique through manual label-
ing to account for identity balancing issues. Lu et al. (2020)
proposed counterfactual data augmentation (CDA) which re-
quires constructing a counterfactual example for every ex-
ample in the dataset, thus doubling the size of the training
data. Hall Maudslay et al. (2019) proposed counterfactual
data substitution (CDS) where the model replaces each ex-
ample with its corresponding counterfactual example based
on a fair coin toss, which keeps the training data size con-
stant. The authors proposed also to replace names, so they
refer to another gender. De-Arteaga et al. (2019) proposed
not exposing the model to gender tokens by simply remov-
ing them from the dataset.

Another similar approach is called counterfactual logit
pairing (Garg et al. 2019), which involves creating a coun-
terfactual sentence for every input sentence, such that the
model is encouraged to give the same predictions for both.
For any input sentence, the corresponding counterfactual
sentence carries the same meaning while referring to an al-
ternative identity group. For example, a sentence like “he is
a gay man” may become “he is a straight man”. The intu-
ition here is to teach the model not to base its decision on
identity characteristics such as sexual orientation, national-
ity, and gender. Although the authors empirically show the
effectiveness of this method, it is limited by the automatic
replacement of a group of 50 words representing different
identity groups (Dixon et al. 2018). Among those 50 words,
only the words “male” and “female” are related to gender,
which restricts the method’s applicability to sentences con-
taining these exact words. For example, gender pronouns,
which are strong indicators of gender, are ignored.

Performance-based data pruning methods Toneva et al.
(2019) propose ranking the examples of a given training
dataset based on the number of times they are forgotten
during training, denoted as the forget score. Forgetting hap-
pens when the example is classified incorrectly after it had
been correctly classified in a previous epoch. Intuitively, the
examples that are forgotten more often during training are
more important and should be kept, while those that are
never forgotten could be removed from the dataset without
affecting the model’s performance. On the other hand, Paul,
Ganguli, and Dziugaite (2021) propose to rank the training
examples based on the ℓ2-norm of the difference between
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the prediction of the model and the ground truth, denoted
as the EL2N score. The larger the norm of the error, the
more important the example is. The same authors also pro-
pose to rank the training examples based on the mean of the
ℓ2-norm of the gradient of the loss function with respect to
the weights, denoted as the GraNd score. Both scores have
a strong correlation and are calculated early in training.

3 Background
We define a text classification task on a dataset D of N ex-
amples, such that D = {s0, s1, . . . , sN−1} where si is the
ith example. Each sentence si is a composition of m tokens,
where m is the maximum number of tokens in any sentence,
such that si =

{
w0

i , w
1
i , . . . , w

m−1
i

}
, where w represents

the token. The objective of the task is to learn a classifier,
parameterized by θ, to output a label yi ∈ {0, 1}, where yi
is 1 when si is a toxic/sexist sentence, and 0 otherwise. The
optimal set of parameters θ∗ for the model is found using
maximum likelihood, as follows:

θ∗ = argmax
θ

N−1∏
i=0

Lθ (yi | ϕ (si)) (1)

where ϕ (si) yields the sentence embedding xi from the sen-
tence si, such that ϕ : si → xi ∈ RK×m, K is the dimension
of the word embedding, and Lθ is the likelihood of the pre-
dictor function parameterized by θ.

To understand the bias in the classifier, we disentangle the
intent of a sentence si from the gender identity denoted by
zi. For example, if si|do(z = zi) is “he explained the situa-
tion to her” then si|do(z = ¬zi) would be “she explained the
situation to him”, where si|do(z = ¬zi) represents the same
sentence si had the gender words been flipped (Pearl 1995).
This is referred to as the counterfactual sentence. Based on
the previously mentioned notations, a model, parameterized
by θ, is considered biased if its output y depends on z, i.e.,
y ̸⊥⊥ z.

4 Deep Learning on a Healthy Data Diet
Building on the data diet approach introduced by Paul, Gan-
guli, and Dziugaite (2021), we propose a “healthier” version
of the data diet that optimizes both fairness and performance
using a reduced set of examples. The proposed GE score is
inspired by the error norm score (EL2N) (Paul, Ganguli, and
Dziugaite 2021), which determines the importance of an ex-
ample for performance by how far its prediction is from the
ground truth. Similarly, we determine the importance of an
example for fairness by how far its prediction is from the
prediction when the gender words in the input sentence are
flipped. We do so by estimating the norm of the difference
between the prediction for factual examples and the corre-
sponding counterfactual examples. Our score is defined as:

GE(si) = ||fθ (si|do(z = zi))− fθ (si|do(z = ¬zi)) ||2
(2)

where fθ (si) represents the logit outputs of the model for
the i-th input sentence si and ∥ · ∥2 is the ℓ2-norm. The
do(·) indicates whether the logits are obtained using the ac-
tual gender indication (z = zi) or its counterfactual version

(z = ¬zi). Note that examples that do not contain gender
words will get a score of zero since we assume they do not
contribute to the model fairness with respect to gender. The
intuition behind the GE score is that if the model’s predic-
tion changes drastically upon changing the gender words in
a sentence, then this reveals that the sentence contains gen-
der words that the model correlates with the output label. In
this case, we add the counterfactual example with the same
ground truth label as the factual example to help mitigate
this undesirable effect by teaching the model that the output
should remain the same independently of the gender words.

It is important to mention that we flip names (for instance,
John to Alice), gender pronouns, as well as gendered words
such as king and queen. Based on this definition, our GE
score for any sentence si is the same as the score for its
counterfactual. Although gender is not binary (Manzini et al.
2019; Dinan et al. 2020), we assume it to be binary in this
work for simplicity. We intend to extend our method to non-
binary gender in future work.

4.1 Finding Important Counterfactual Examples
for Fairness

The GE score is used to measure the importance of every
counterfactual example in the dataset for fairness. With this
information, we propose to train with only the most impor-
tant examples for fairness to perform bias mitigation. Simi-
lar to the EL2N score, the GE score is computed during the
early stages of training and averaged over multiple initial-
izations. The number of epochs used to compute our score
is a small fraction of the total number of epochs needed for
convergence. It is important to note that GE score is both
dataset and model-dependent. We study the effect of chang-
ing the dataset, model architecture and initialization, as well
as the number of the early stage epochs after which the score
is computed in section A.1 of the technical appendix.

4.2 Combining the Factual and Counterfactual
Examples

CDA includes both the factual as well as the counterfactual
examples in the training dataset, while CDS proposes replac-
ing the factual version of every example with its counterfac-
tual one with a probability 0.5. In this work, we provide a
recipe for a novel way of combining the factual and counter-
factual examples such that we outperform the fairness ob-
tained by CDA and CDS, as measured by the demographic
parity (DP), equality of opportunity for y = 1 (EqOpp1),
and equality of odds (EqOdd).

We choose a% and b% from the factual and counterfac-
tual examples, respectively, and prune the rest. The a% from
the factual examples are chosen randomly, while the b%
chosen from the counterfactual examples are the ones with
the highest GE score, as shown in Fig. 1. The intuition is
that the counterfactual examples with high GE scores are
mostly the ones that mitigate the stereotypical biases that
the model might have learned during pre-training (Vig et al.
2020; Nadeem, Bethke, and Reddy 2021), so they are useful
for fairness. We repeat this for different combinations of a%
and b% to find the one that achieves the highest fairness.
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Factual sentences GE score

Boys are good at soccer

Counterfactual sentences GE score

Girls are good at soccer

.

.

The weather is nice today The weather is nice today

.

.

All factual sentences

All counterfactual 
sentences

Counterfactual data augmentation

Healthy data pruning

Random a% of the 
factuals

Top b% of the 
counterfactuals

Figure 1: A comparison between our healthy pruning
method and conventional CDA, which uses all the counter-
factual and factual examples. Healthy data pruning reduces
the number of examples needed to promote fairness. The
counterfactual examples with high GE scores mitigate the
stereotypical correlations that the model might have learned
during pre-training, so we prioritize adding them.

5 Experiments
In this section, we describe the tasks, datasets, baselines,
and evaluation metrics used in our experiments. Overall, we
showcase how our proposed GE score reflects the impor-
tance of the counterfactual examples on multiple models and
datasets. Moreover, we study how GE score may be lever-
aged to achieve a good trade-off between performance and
fairness.

5.1 Datasets
We consider two different binary text classification tasks —
sexism and toxicity detection. The tasks are to train a model
to appropriately distinguish texts that are sexist/toxic from
the ones that are not. Following Dixon et al. (2018), a toxic
comment is defined as a comment that leads a person to
leave a discussion. In all previously mentioned tasks, the
model should base its predictions on the meaning of the sen-
tence, rather than the gender of the person it refers to. We
use the following three datasets:

1. Twitter dataset (Waseem and Hovy 2016): This dataset is
composed of approximately 16K tweets, that are classi-
fied as racist, sexist, or neither racist nor sexist. We bina-
rized the labels to only sexist and not sexist, by merging
the racist tweets with the non-sexist tweets.

2. Wikipedia dataset (Dixon et al. 2018): This dataset is
composed of approximately 160K comments labeled as
toxic or not toxic, which are extracted from Wikipedia
Talk Pages 1.

3. Jigsaw dataset: This dataset is composed of approxi-
mately 1.8M examples taken from a Kaggle competi-

1https://www.figshare.com/articles/dataset/Wikipedia Talk
Labels Toxicity/4563973

tion2. The original task is to classify the input sentence to
one of five different labels for different degrees of toxic-
ity, but we binarized the labels to only toxic and not toxic
by merging all non-toxic examples. We down-sampled
the dataset to 125k examples to accommodate for the
available computational resources.

An overview of each dataset is presented in Table 1.
Specifically, we show the size of each dataset in terms of
the number of sentences in the training data, the number of
occurrences of gender pronouns, and the percentage of pos-
itive (i.e. sexist/toxic) examples. It is worth mentioning that
gender words are detected using the gender-bender Python
package 3. An illustration of how our GE score measures
the importance of several counterfactual examples in terms
of fairness from the Twitter and Wikipedia datasets is pre-
sented in Table 2.

5.2 Baselines
For relative comparison of our proposed method, we use (1)
a vanilla model that is not trained using any bias mitiga-
tion heuristics, (2) counterfactual data augmentation (CDA)
(Lu et al. 2020), (3) counterfactual data substitution (CDS)
(Hall Maudslay et al. 2019). We also tried data balanc-
ing (Dixon et al. 2018) and gender blindness (De-Arteaga
et al. 2019), but we found them not effective for the spe-
cific datasets and models that we used. Similar to the work
of Hall Maudslay et al. (2019), our implementation of CDA
includes name flipping.

5.3 Evaluation Metrics
To measure fairness, we report the demographic parity (DP)
(Beutel et al. 2017; Hardt, Price, and Srebro 2016), which is
defined as:

DP = 1− |p(ŷ = 1|z = 1)− p(ŷ = 1|z = 0)| (3)

where ŷ refers to the model’s prediction and z ∈ {0, 1} refers
to keeping and flipping the gender words in the sentence,
respectively. To compute the DP, we follow the procedure
in other works (Dixon et al. 2018; Park, Shin, and Fung
2018) that use a synthetic dataset called the Identity Phrase
Templates Test Set (IPTTS) for measuring fairness metrics.
We also use EqOdd and EqOpp1 as two additional fairness
metrics, which we define in section A.2 in the technical ap-
pendix. We use the area under the receiver operating charac-
teristic curve (AUC) as our performance metric.

5.4 Experiment Details
We train the model for 15 epochs using cross-entropy loss
for both the Twitter and Wikipedia datasets, and 10 epochs
for the Jigsaw dataset. We used a ratio of 8:1:1 between
training, validation, and test for all datasets, except for the
Wikipedia toxicity dataset, where we followed the split ratio
used by Dixon et al. (2018). For the GE score, we chose the
early stages of training to be the state of the model after one

2https://www.kaggle.com/c/jigsaw-unintended-bias-in-
toxicity-classification

3https://github.com/Garrett-R/gender bender
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Dataset Size Male pronouns Female pronouns Positives
Twitter 16,907 901 716 20.29%
Wikipedia 159,686 54,357 11,540 9.62%
Jigsaw 125,000 51,134 13,937 5.98%

Table 1: Statistics of the three datasets used in our experiments. The male pronouns considered are he, him, himself, and his,
while the female pronouns are she, her, hers, and herself.

Factual Counterfactual GE
okay king of the Wikipedia Nazis okay queen of the Wikipedia Nazis 0.36
Kate you stupid woman! Kareem you stupid man! 0.11
I’m not sexist.. But women drivers are terrible I’m not sexist.. But men drivers are terrible 0.10
Oh my god.... When will this show end Oh my god.... When will this show end 0.00

Table 2: Examples of sentences from the Twitter and Wikipedia datasets with their GE score show how important it is to include
their counterfactual examples in the training data for bias mitigation. The GE scores are obtained using BERT model.
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Figure 2: DP and AUC of BERT using different ratios and rankings of the counterfactual examples for data augmentation on
the three datasets. The ratio represents the top b % of the counterfactual examples. All plots are best viewed in color.

epoch. More details about the effect of selecting the epoch
for calculating the GE score are presented in section A.1 in
the technical appendix. All the results are obtained by run-
ning the experiments for five different seeds. We used BERT
and RoBERTa base models for text classification. Section
A.3 in the technical appendix includes all the details needed
about the hyper-parameters used to obtain the results. Our
code is publicly available for reproducibility 4. Sections B.1,
B.2, and B.3 in the code appendix provide more details about

4https://github.com/chandar-lab/healthy-data-diet

the pre-processing of the datasets, the procedure to conduct
and analyze the experiments, as well as the computing in-
frastructure used for running the experiments, respectively.

Experiment 1: Verifying that GE score reflects the im-
portance of counterfactual examples In this experiment,
we want to verify empirically that our GE score reflects
the importance of each counterfactual example for fairness.
Therefore, we train the model on all the factual data, as well
as a varying ratio of the counterfactual examples. The coun-
terfactual examples are ranked based on their GE scores,
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Figure 3: DP and AUC of RoBERTa using different ratios and rankings of the counterfactual examples for data augmentation
on the three datasets. The ratio represents the top b % of the counterfactual examples.

Ranking for the factuals Ranking for the counterfactuals Ranking name
Ascending GE score Ascending GE score Vanilla GE
Random Random Random
Random Descending GE score Healthy random
Random Ascending GE score Unhealthy random

Table 3: The different ranking methods that we consider to prune the dataset in our experiments.

such that we only use the top b% and prune the rest, where b
∈ {0, 0.1, .., 1}. We compared our GE score with existing
performance-based example scores, namely the (1) EL2N
score, (2) GraNd score, (3) forget score, as well as the (4)
random score. Figs. 2-3 show that ranking the counterfactual
sentences based on the GE score results in a faster increase
in the DP, compared to other ranking scores. However, us-
ing RoBERTa on the Wikipedia dataset, both the EL2N and
GraNd scores have almost the same rate of increase in DP as
the GE score. We hypothesize that this is due to a consider-
able overlap between the set of examples that are important
for fairness (picked up by the GE score) and the set of exam-
ples important for performance (picked up by the EL2N and
GraNd scores), for this specific model and dataset. We verify
and discuss our hypothesis in more detail in section A.4 in
the technical appendix. Since we observe that the improve-
ment in DP achieved by ranking the counterfactual examples
based on the GE score is often accompanied by a degrada-
tion in the AUC, we explore the trade-off between fairness

and performance in the next experiment.

Experiment 2: Finding the best trade-off between
fairness and performance We choose a and b % of
the samples from the factual and counterfactual exam-
ples, respectively, with a ∈ {0.3, 0.4, 0.5} and b ∈
{0, 0.1, 0.2, 0.3, 0.4, 0.5}. Table 3 shows the different set-
tings that we consider to rank the factual and counterfactual
examples. For every setting, Fig. 4 shows the best configu-
ration among all the different combinations of a% and b%,
based on the highest improvement in DP such that the degra-
dation in AUC over the biased model is not more than 3%.
It is clear that the model’s fairness is affected by the ranking
of the factual and counterfactual examples. When the factual
examples are chosen randomly and the counterfactual exam-
ples are ranked based on the ascending GE score, we get the
worst fairness, which we refer to as the “unhealthy random”
ranking. This occurs because we choose the least important
counterfactual examples. The opposite happens when choos-
ing the factual examples randomly and the counterfactual
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Figure 4: The percentage of change in DP, EqOdd, EqOpp1, and AUC with BERT and RoBERTa on the three datasets using
different pruning methods based on the rankings in Table 3, compared to the biased model. HR and UR refer to healthy and
unhealthy random rankings, respectively. Both CDA and CDS are added for comparison. For all the fairness metrics, higher
values indicate fairer models.

examples based on the descending GE score, which we re-
fer to as the “healthy random” ranking. This agrees with the
intuition that provided in section 4.2. The fairness obtained
by our proposed healthy random ranking outperforms that
of CDS and CDA on all the datasets with both BERT and
RoBERTa models, using DP, EqOdd, and EqOpp1 metrics.
This is accomplished with no more than 3% degradation
in the AUC on the downstream task, relative to the model
without debiasing. Both the vanilla GE and random rank-
ings perform relatively well compared to CDA and CDS,
but the healthy random ranking shows more improvement
in terms of fairness. It is important to mention that all the
ranking methods in Table 3 use no more than half of the ex-
amples used by CDA. Note that the AUC for CDA is slightly
higher than the baseline on the Twitter dataset because the
dataset is related to sexism, so adding more counterfactual
examples helps not only in improving fairness but also in
improving the performance on the downstream task.

6 Conclusion and Future Work
The intuition behind the reduction in gender bias without
a substantial degradation in the performance on different

datasets stems from our hypothesis that models can find dif-
ferent ways, i.e. different sets of weights, to solve the task.
When the model is permitted to learn without any constraints
being imposed, it tends to choose the simplest way to solve
the given task, which includes learning some undesired as-
sociations between a group of features and the output labels
(such as thinking that a man is more likely to be a doctor,
than a woman). Augmenting the training dataset with coun-
terfactual examples during the fine-tuning step forces the
model to unlearn these undesired correlations and to find
an alternative way to solve the task, which results in a less
biased model. However, some of the examples in the aug-
mented dataset can be redundant, or even have an adverse
effect through enforcing gender stereotypes that the model
had learned during pre-training. Our proposed method that
ranks the examples based on the healthy random ranking de-
fined in Table 3 may then be used to prune such examples.

Our future work will be in the direction of generalizing
the applicability of our method, such that it includes the bias
against other minority groups, such as LGBTQ+, Black peo-
ple, Jewish people, etc. We believe that extending this work
to other languages is also worth exploring.
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