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Abstract

By harnessing the latest advances in deep learning, image-
to-image translation architectures have recently achieved im-
pressive capabilities. Unfortunately, the growing represen-
tational power of these architectures has prominent unethi-
cal uses. Among these, the threats of (1) face manipulation
(“DeepFakes”) used for misinformation or pornographic use
(2) “DeepNude” manipulations of body images to remove
clothes from individuals, etc. Several works tackle the task of
disrupting such image translation networks by inserting im-
perceptible adversarial attacks into the input image. Never-
theless, these works have limitations that may result in dis-
ruptions that are not practical in the real world. Specifically,
most works generate disruptions in a white-box scenario, as-
suming perfect knowledge about the image translation net-
work. The few remaining works that assume a black-box sce-
nario require a large number of queries to successfully disrupt
the adversary’s image translation network. In this work we
propose Leaking Transferable Perturbations (LTP), an algo-
rithm that significantly reduces the number of queries needed
to disrupt an image translation network by dynamically re-
purposing previous disruptions into new query efficient dis-
ruptions.

Introduction

Since its inception as an encoder-decoder based face-
swapping technique (Giiera and Delp 2018) the term “deep-
fake” has adopted a broader meaning and can be used
to refer to any altered media of someone’s likeness. Re-
cently there have been remarkable advances in face mod-
ification algorithms and controllable face synthesis (Thies
et al. 2016, 2018; Wiles, Sophia K., and Zisserman 2018;
Kim et al. 2018; Ranjan et al. 2018; Usman et al. 2019;
Geng, Cao, and Tulyakov 2019; Nguyen-Phuoc et al. 2019;
Ghosh et al. 2020). Some algorithms only need a single
image and can create modified versions of that person un-
der different poses, expressions, lighting and other attribute
changes (Choi et al. 2018; Pumarola et al. 2018; Choi et al.
2019). The most advanced algorithms can create puppeteer-
ing videos using as few as one image (Zakharov et al.
2019; Tewari et al. 2020). This few-shot deepfake technol-
ogy based on image translation networks has gained pop-
ularity in the mainstream with apps such as FaceApp that
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Figure 1: Our approach (LTP) protects face images from be-
ing manipulated by an image translation deepfake network.
After applying an imperceptible filter on the input image, the
deepfake system is forced to generate a corrupted output.

allow for transformation of images such as making some-
one smile and making them appear older or younger, among
other interventions. In parallel, image translation networks
have been re-purposed to generate nude pictures of clothed
bodies in what is called a “DeepNude” transformation.

These technologies can be used in malicious ways to pro-
duce undesirable content of someone without their consent.
This concern has already materialized in several ways, in-
cluding creating non-consensual pornographic footage and
producing videos with fake political speeches. Attempts to
detect manipulated media are underway and there is an
“arms race” between detecting deepfakes (Rossler et al.
2019; Yang, Li, and Lyu 2019; Li and Lyu 2019; Wang et al.)
and evasion of deepfake detection (Neekhara et al. 2020;
Gandhi and Jain 2020). Instead of detecting deepfakes af-
ter the fact, there is work (Ruiz, Bargal, and Sclaroff 2020;
Yeh et al. 2020; Aneja, Markhasin, and Niessner 2021) that
proposes using white-box adversarial attacks to protect an
image from modification by disrupting the functioning of
image translation networks. While these works assume that
one has access to the model’s structure, weights and gradi-
ents, in a real scenario, there is a high probability that these
might not be accessible. In contrast, in this work, we fo-
cus on the black-box scenario where we solely have limited
query access to the deepfake model instead of unlimited ac-
cess to the model and its internals.

An image translation-based online deepfake generation
service usually allows for API queries where a user sends
an image and receives the translated output (e.g. FaceApp,
DeepNude). This is an instance of the image translation



black-box threat model, where the model internals are un-
known, but the user can query the model using selected input
images and study the output of the model. This is similar in
nature to the classification black-box threat model (Paper-
not et al. 2017; Chen et al. 2017; Ilyas et al. 2018; Ilyas,
Engstrom, and Madry 2019). In this work we demonstrate
attacks on image translation models under this threat model
and show the vulnerability of facial attribute editing and ex-
pression editing image translation networks. Specifically, we
are the first to explore black-box adversarial attacks on im-
age translation systems with the application of disrupting
deepfake generation, along with other concurrent work (Yeh
et al. 2021; Huang et al. 2021). In contrast to this work, we
pay special attention to the query-efficiency of our disrup-
tion generation. This is in order to (1) minimize the proba-
bility of a deepfake provider detecting our disruption attempt
(2) provide practical disruptions that can be used in the real
world for large amounts of images.

In our work, we reformulate classic black-box attacks for
this new image translation scenario and demonstrate their ef-
fectiveness in preventing deepfake generation. However, the
number of queries of such black-box attacks is prohibitive
in a real-world scenario where an adversary might detect
an attempted attack or the query budget might run out. We
present highly effective algorithm called Leaking Transfer-
able Perturbations (LTP) that sharply decreases the aver-
age number of queries required to generate successful im-
age translation disruptions. We show an illustration of LTP
in Figure 1. LTP is composed of two phases, a short leaking
phase during which the network is attacked using a classic
black-box attack on a small set of images and an exploita-
tion phase, where the algorithm leverages the information
obtained during the leaking phase to subsequently attack the
network with high efficiency.

During the LTP leaking phase we attack a set of images
using a classic black-box attack. Once these perturbations
have been generated, PCA components are extracted from
them. During the exploitation phase these PCA components
are used as attack vectors in a query-based attack. Compared
to state-of-the-art methods, we are able to reduce the number
of necessary queries to protect an image by more than half
on multiple image translation networks. Our code will be
made publicly available upon acceptance with a permissive
open-source license in order to promote research of protec-
tion of individuals from non-consensual deepfakes.

We summarize our contributions as follows:

* We present a framework to protect images from being
modified by deepfake networks by using black-box ad-
versarial attacks. In contrast to prior work, these disrup-
tions can be used in real world scenarios where the deep-
fake network can only be accessed using queries and the
model internals cannot be inspected.

We present a novel method called Leaking Transfer-
able Perturbations (LTP), that significantly improves
the efficiency of black-box deepfake disruptions by re-
purposing information gathered during initial attacks.
This allows the attack to scale vastly more efficiently
compared to other state-of-the-art methods.
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Related Work

White-box Attacks on Classifiers Different threat mod-
els for adversarial attacks have been defined for the im-
age classification scenario. They are defined by the amount
of information that the adversary has regarding the target
model. Under a white-box threat model in the classifica-
tion scenario, the structure and weights of the classifier h
are available to the adversary. This means that the classi-
fier can be run locally on the adversaries’ infrastructure,
and gradients can be computed. Under this threat model
(Szegedy et al. 2014) demonstrated the existence of adver-
sarial examples for deep neural network classifiers. Since
then, there has been a large amount of work on attacking
models under this setting by performing gradient descent
on the defined classification loss [ or optimization meth-
ods using the gradient information (Szegedy et al. 2014;
Goodfellow, Shlens, and Szegedy 2015; Moosavi-Dezfooli,
Fawzi, and Frossard 2016; Papernot et al. 2016; Carlini and
Wagner 2017; Nguyen, Yosinski, and Clune 2015; Moosavi-
Dezfooli et al. 2017; Kurakin, Goodfellow, and Bengio
2017; Madry et al. 2018).

Black-box Attacks on Classifiers In a real-world sce-
nario the adversary might not have access to either the struc-
ture or the weights of the classifier h. Instead, she might
have access to an API which allows queries to the model.
The adversary might then have either access to the proba-
bility outputs, or uniquely to the classification decisions of
the model. The goal is to attack the model while minimizing
the number of queries as well as the magnitude of the attack
under a suitable norm.

There is extensive work on black-box attacks on classi-
fication deep networks. One approach is to train a surro-
gate network and transfer white-box attacks generated us-
ing the surrogate network to the target network (Papernot
et al. 2017; Liu et al. 2016). Another effective approach
is to estimate the gradients using finite-differences, Monte
Carlo sampling methods or other techniques and subse-
quently perform gradient descent (Chen et al. 2017; Ilyas
et al. 2018; Ilyas, Engstrom, and Madry 2019; Cheng et al.
2019; Tu et al. 2019). Another class of approaches are local-
search approaches that attack the network by probing the
black-box without any gradient estimation (Narodytska and
Kasiviswanathan 2016; Guo et al. 2019; Andriushchenko
et al. 2020). This prior work generates adversarial attacks
from scratch for each individual image. In contrast, our pro-
posed LTP attack learns to perform more efficient attacks
by re-purposing information from initial black-box attacks.
(Bhagoji et al. 2018) use a PCA-based (principal compo-
nent analysis) query reduction technique where the gradient
for a sample is computed along the principal components
of a representative data sample. Our work involves the use
of PCA, albeit in a completely different manner. LTP com-
putes a PCA decomposition of the generated perturbations
and re-uses this information for future attacks. In essence,
LTP learns transferable attack components that can be used
to efficiently query the model in a local-search manner in
subsequent attacks.

Image Translation Adversarial Attacks Image transla-
tion networks have recently achieved impressive results in



deepfake generation and face modification using few images
(or one image) of an individual (Choi et al. 2018; Pumarola
et al. 2018; Choi et al. 2019; Zakharov et al. 2019; Tewari
et al. 2020). Some models allow for generation of video of
a person saying things that they did not say, using a single
image (Zakharov et al. 2019; Tewari et al. 2020). In gen-
eral, most image translation models are trained using a GAN
setup. Some are trained in a supervised manner (Isola et al.
2017; Wang et al. 2018; Zakharov et al. 2019), while oth-
ers are trained in an unsupervised manner (Zhu et al. 2017;
Pumarola et al. 2018; Choi et al. 2018, 2019).

There is previous work that demonstrates attacks on gen-
erative models, specifically autoencoders (Tabacof, Tavares,
and Valle 2016; Kos, Fischer, and Song 2018). Recently,
there has been work that proposes white-box attacks on im-
age translation networks (Ruiz, Bargal, and Sclaroff 2020;
Yeh et al. 2020) in order to disrupt output generation by ei-
ther neutralizing the image transformation or corrupting/dis-
torting the output image. Disrupting deepfakes reveals itself
to be an interesting application for these types of attacks.
(Ruiz, Bargal, and Sclaroff 2020) explore white-box attacks
on image translation networks such as pix2pixHD (Wang
et al. 2018) and CycleGAN (Zhu et al. 2017). They also
show that their white-box attack allows for disruption of
deepfake generation using StarGAN (Choi et al. 2018) and
GANimation (Pumarola et al. 2018). (Yeh et al. 2020)
present white-box attacks on CycleGAN (Zhu et al. 2017).
In contrast, we explore black-box attacks on image transla-
tion models to disrupt deepfake generation.

There is also recent work, that explores black-box disrup-
tion attacks on image translation networks (Yeh et al. 2021;
Huang et al. 2021). Yeh et al. (Yeh et al. 2021) present a
black-box attack that seeks to neutralize or nullify the im-
age translation process. Their method is tested on the Cycle-
GAN architecture, trained for different manipulations such
as putting glasses on faces, or changing hair color. Their
method succeeds in neutralizing these manipulations with
a high success rate. Nevertheless, the order of magnitude of
queries needed to protect each individual image is in the tens
of thousands. Given current security capabilities, websites
hosting this type of deepfake service would be able to detect
the attempt and either throttle or restrict network queries.
Another concern is the time needed to generate any such at-
tack, which can be in the order of magnitude of days for a
set of one-hundred images.

Huang et al. (Huang et al. 2021) adopt the technique in-
troduced by Papernot et al. (Papernot et al. 2017) of training
a surrogate network that resembles the target image transla-
tion network, and then train a GAN to generate adversarial
attacks, similar in spirit to Xiao et al. (Xiao et al. 2018). This
type of approach has two main weaknesses: (1) the attack is
situational, since the type of network and manipulation have
to be roughly known before deciding on a surrogate architec-
ture and surrogate training task (i.e. some surrogate tasks do
not transfer to the target network (Li, Guo, and Chen 2020))
(2) the distribution of the training data of the surrogate and
target model have to be similar (Papernot et al. 2017) and the
attacker has to have a large amount of labeled training data
for the surrogate (tens of thousands of images) - which is sel-
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dom the case (e.g. in a DeepNude scenario). In this work, we
assume that we do not have knowledge over the target net-
work and that we do not have large amounts of labeled data.
Thus, we approach this problem by the optimization route.
We take special care in addressing the query efficiency is-
sues and produce a method that is significantly more query
efficient than prior work.

Method

In this section we first provide a general formulation for
image translation disruptions. Next, we present modifica-
tions of classic black-box attacks for the image translation
scenario as baseline methods. Finally, we present our pro-
posed method of Leaking Transferable Perturbations (LTP),
that obtains more efficient attacks than baseline methods and
state-of-the-art black-box image translation attacks.

Disrupting Image Translation Models Via
Adversarial Attacks

An adversarial example is an image with small additive
changes, that can be imperceptible to a human being, and
affect the output label of the image classification model. In
general an adversarial attack, which creates adversarial ex-
amples, on an image classification model h is defined by:
nrgn ly(h(x+m)), subjecttop(n) <e. (1)
Different distance norms p have been proposed, and attacks
usually use the Lo or Lo, norms. [, is a surrogate loss that
measures the degree of certainty that the model will classify
the input as class y. This surrogate loss can be defined in
different ways, depending on the output of the model.

To delve into black-box attacks on image translation mod-
els, it is helpful to first present formulations for the white-
box scenario. (Ruiz, Bargal, and Sclaroff 2020) formulates
a targeted attack on an image translation generator G, with
target r:

min L(G(xz + n),r),

subject to p(n) < e,
n

2
where @ is the input image, n is the generated perturbation,
p is a chosen norm, € is the maximum attack magnitude and
L is the chosen image-level regression loss. If » = «, the
goal is to drive the output of the model towards the original
input. We call this a neutralizing attack, since it neutralizes
the image transformation brought by the generator G.

They also define an untargeted attack seeking to maximize
the distortion of the output image with respect to the non-
attacked output (i.e. output without protection). We call this
a distortion attack.

max L(G(x+n),G(x)), subjecttop(n)<e. (3)

Image Translation Black-Box Attacks

Here we propose formulations of baseline image translation
black-box attacks. In essence, we modify attacks that were
initially proposed for image classification for this scenario.
We reformulate two gradient estimation-based approaches,
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Figure 2: LTP method: During the leaking phase, image translation attacks are performed on the leaking dataset and a set
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Natural Evolution Strategies (Ilyas et al. 2018) and Bandits-
TD (Ilyas, Engstrom, and Madry 2019) and two local search-
based attacks SimBA (Guo et al. 2019) and Square At-
tack (Andriushchenko et al. 2020). We do so by replacing
the classification loss [ by an image-level regression loss L,
that measures the distance between the target image r and
the translated adversarial example G (x + n).

Gradient Estimation-based Attacks We reformulate
both Natural Evolution Strategies (NES) (Ilyas et al. 2018)
and Bandits-TD (Ilyas, Engstrom, and Madry 2019) attacks
for the image translation scenario. We show that they are
able to produce effective attacks on image translation net-
works and are able to disrupt deepfake generation.

Our formulation of image translation NES (IT-NES) gra-
dient estimate for the image-level regression loss L is
VE[L(G(z),r)] ~ 23" | 8 L(G(z+06;),7), where G
is the generator, n are the number of queries, r is the target
image, o is the variance of the Gaussian search distribution
and using antithetic sampling we have §; ~ N (0, I) fori €
{1,..., 5} andset§; = —0,_j41 forj € {(5+1),...,n}.
The adversarial example is then updated using the estimated
gradient z; 1 = x; — eVE[L(G(x),7)].

Bandits-TD introduces a time dependent prior and a data
dependent prior. The method uses the antithetic NES gradi-
ent estimation method with n = 2. In similar fashion, we re-
formulate this attack for image translation. We call this for-
mulation IT-Bandits-TD. We replace the classification crite-
rion [, (x) for image « and label y by the image-level regres-
sion criterion L, = L(x,r), where r is the target image.

Local Search-based Attack We reformulate the SimBA
attack (Guo et al. 2019) for the image translation scenario.
Similar to (Narodytska and Kasiviswanathan 2016), SimBA
iteratively changes single pixel values (in positive and neg-
ative directions) to find better adversarial attack candidates.
In the classification scenario, SimBA iterates over all pix-
els and determines whether the change increases the loss
ly(h(x)). If yes, the pixel is modified. If both directions do
not increase the loss then the pixel is skipped. The algorithm
halts whenever the classifier misclassifies the perturbed im-
age h(z) # y. We reformulate SImBA by replacing the
classification loss I, by the regression loss L., and call this
method IT-SimBA. We also reformulate the state-of-the-art
Square Attack (Andriushchenko et al. 2020) for the image
translation scenario in the same manner as [T-SimBA.
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Leaking Transferable Perturbations (LTP)

In the black-box adversarial attack setting, we are given a
budget of black-box queries for each image we would like
to attack. In this setting, we have the same number of max-
imum allowed queries for all images in the dataset. That is,
for each image  we want to solve the optimization problem

min L(G(x + n),r), subjecttop(n) <e,Q < B, (4)
n

where G is the generator of the image translation system, 7

is the perturbation, Q is the number of queries used and B is

the maximum number of queries allowed for a single image.

An adversary would benefit from reducing the fotal num-
ber of queries required to attack a given dataset By. Our
proposed algorithm seeks to reduce By by, first, leaking el-
ements of transferable perturbations from a small auxiliary
dataset and then exploiting these transferable components
on the images in the larger test dataset.

Intuitively, LTP works in two phases (1) a leaking phase,
where the model is attacked using a classic attack on a
small auxiliary dataset and information is gathered on suc-
cessful attacks (2) an exploitation phase, where the model
is attacked using this leaked information on the larger test
set. This allows for a sharp reduction of amortized queries
needed. Both phases are shown in Figure 2.

Leaking Phase During the leaking phase a small leaking
dataset D, is attacked using classic black-box attack. All im-
ages x € D are attacked until either success is achieved
(L(G(x +m),r) < T, where 7 is the success threshold) or
until a maximum number of queries Q are used. Our frame-
work is general and any attack or combination of attacks
can be used for the leaking phase. At this point, a set P of
generated perturbations 1) is created. By applying principal
component analysis (PCA) on perturbations n € P, LTP
extracts principal components g € Q. These will serve as
candidate vectors during the exploitation phase. Note that
the leaking dataset can be a subset of the target dataset. This
means that in general the distribution of the leaking dataset
is very close to that of the target dataset such that no distribu-
tion shift issues should arise. Nevertheless, we study the per-
formance variance when sampling different leaking datasets
in the Experiments Section finding that it is small and does
not substantially change results - showing the robustness of
LTP with respect to variations in leaking dataset sampling.



Attack Avg. Queries | Avg.Norm| SR7*T

IT-NES 598 1.82 98.8%
IT-Bandits-TD 855 4.38 96.3%
IT-SimBA 551 4.87 97.9%
IT-Square 531 5.00 98.8%
LaS-GSA 3,767 1.65 82.1%
LTP (Ours) 231 2.42 98.8%

Table 1: Comparison of black-box attacks with our proposed
LTP method on an expression editing task. We observe that
LTP achieves more than a x2 reduction in number of queries
compared to the next best attack (IT-Square) with a much
lower average norm and equal success rate.

Attack Avg. Queries | Avg.Norm| SR7*T

IT-NES 1,001 2.90 99.8%
IT-Bandits-TD 4,901 4.99 52.2%
IT-SimBA 444 5.93 100%
IT-Square 3,856 5.00 98.7%
LTP (Ours) 136 4.88 100%

Table 2: Comparison of baseline image translation black-
box attacks with our proposed LTP method on a facial at-
tribute editing task. LTP achieves a x3 reduction in queries
compared to the next best attack with lower average norm
and equal success rate.

Exploitation Phase This phase consists of using a local
search-based querying attack that re-purposes the informa-
tion gained during the leaking phase. Specifically, the im-
age is iteratively queried using the leaked PCA components
q € Qin the positive (x+ q) and negative directions (x —q).
If any of these directions increases the loss L, (h(.)), then
the image is modified using that component. Given that O
does not necessarily span the image space (since Ny < d2,
where d is the image width/height), LTP switches to a full
basis in image space after a number of iterations ng, of satu-
rating loss. The resulting attacks achieve strong results using
substantially fewer queries Q.

Discussion Whereas prior work uses statistical properties
of data to improve query efficiency of attacks, to the best of
our knowledge, we are the first to propose re-purposing pre-
vious attacks using dimensionality reduction techniques in
order to perform more efficient local search-based attacks.
Our method is inspired by the intuition that attacks on dif-
ferent images for a specific architecture should be correlated
to a certain degree, given that models usually have specific
vulnerabilities. The conclusions are surprising: attacks on
image translation models are decomposable in such a way
that this decomposition is transferable to other images. In
essence, we postulate and verify the hypothesis that suc-
cessful attacks can be mounted from a linear combination
of components 7 = a;1q;1 + asq2 + asqs + ... from previ-
ous attacks.

Experiments

In this section we introduce the datasets and models used.
We then introduce our experimental setup. Finally, we
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Figure 3: Histogram of queries for successful attacks for ex-
pression editing (top) and facial attribute editing (bottom).
Vertical lines show mean queries. LTP achieves much more
efficient attacks for both tasks.

present results on two image translation deepfake tasks.

Experimental Setup

Architectures and Datasets We apply our attack on two dif-
ferent tasks with vastly different network architectures: ex-
pression editing using GANimation (Pumarola et al. 2018)
and facial attribute editing using StarGAN (Choi et al.
2018). For expression editing we attack three different ex-
pression changes and present averaged results. The expres-
sions correspond to “closed eyes smile”, “open eyes smile”
and “surprised eyebrow raise”. These expressions were se-
lected because they enact salient changes in the image, as
opposed to other more subtle expressions. For facial attribute
editing we present averaged results over 5 different attribute
classes. The classes are “black hair”, “blond hair”, “brown
hair”, “female” and “old”. The dataset used for both archi-
tectures is the CelebA dataset (Liu et al. 2015). For expres-
sion editing we attack 1,000 images using each expression,
yielding 3,000 individual attacks. For attribute editing we
attack 200 images using 5 different classes, yielding 1,000
individual attacks. Our evaluation takes into account a larger
diversity of attribute changes than related work (Ruiz, Bar-
gal, and Sclaroff 2020; Yeh et al. 2021; Huang et al. 2021),
which customarily evaluates attacks on a handful of attribute
changes. We also evaluate on a larger number of images
than prior work, which generally evaluates attacks on image
counts in the low hundreds.

Implementation Details We adapt versions of the official
NES, Bandits-TD, SimBA, Square and LaS-GSA code. For
IT-NES, IT-Bandits-TD, and IT-Square we follow the pa-
rameter settings in the corresponding papers. For IT-SimBA
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Figure 5: Qualitative examples of our LTP attack on expression editing (smile insertion). We show a neutralizing attack where
we neutralize the deepfake expression transformation and seek to make the output of the network the same as the input.

and LTP we use the same parameters used in the SimBA
paper, and step size of 0.4. We use a maximum number of
saturating loss steps ngy = 20 for LTP. For LaS-GSA we
use the parameters in the paper with unbounded magnitude.

For the expression editing task we build our leaked PCA
components using 100 random images, for each of the three
expressions. We attack them using IT-NES with a 0.005 suc-
cess threshold and 1,000 max iterations. We perform 351.9
queries on average per image. For the attribute editing task
we build our PCA components using 10 random images and
5 classes. We attack them using IT-NES with a 0.05 suc-
cess threshold and 1,000 max iterations. We perform 928.4
queries on average per image.

Experimental Results

In this section we disrupt an expression editing model
(GANimation) and an attribute editing model (StarGAN)
using IT-NES, IT-Bandits-TD, IT-SimBA, IT-Square, LaS-
GSA and LTP. We compare the average number of queries
required to successfully attack an image. We also present
success rates, FID scores and average perturbation magni-
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tudes. We evaluate over the type of attack (neutralizing or
distortion) that is most effective for each architecture.

Expression Editing (GANimation) We attack GANima-
tion using a neutralizing attack, where we select the target
image 7 to be the input image x, such that the network out-
put is pushed to be the same as the input. We select a suc-
cess threshold of 7 = 0.005, meaning that we halt the attack
when L(G(z+mn), z) < 7. At this threshold a successful at-
tack renders the transformations by GANimation unnotice-
able. We use a maximum number of queries B = 10, 000 for
all methods. In Table 1 we show comparisons between IT-
NES, IT-Bandits-TD, IT-SimBA, IT-Square, LaS-GSA and
LTP. LaS-GSA is bounded using the L, norm instead of the
Lo norm that we study in this threat model. In order to real-
ize the comparison, we make the attack unbounded € = oo,
instead of using € = 0.1, which is used in the original for-
mulation (Yeh et al. 2021). We report the Ly norm of the
attack, in order to compare with other attacks.

We observe that LTP is vastly more efficient than compet-
ing methods achieving a 56% reduction in average queries
(231 vs. 531) compared to the next best method (IT-Square).
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Figure 6: Examples of our LTP attack on an attribute editing task (blond hair transformation). We show a distortion attack where
we successfully distort the output of the network and make it unusable. We compare to the next two most efficient methods.

Our method also achieves a lower average perturbation
norm than the comparable IT-SimBA attack as well as
an improved success rate. Additionally, we compute FID
scores (Heusel et al. 2017) for the disrupted network outputs,
comparing the feature distributions of attacked outputs with
that of original images. Thus, FID measures how similar the
attacked output images are to the intact inputs. LTP achieves
the lowest FID score, reflecting that the images have been
preserved to a greater extent under the neutralizing attack.
We present results for other thresholds in the supp. material.

In Figure 3 (top) we present histograms of the number of
queries needed for successful attacks. LTP is heavily skewed
to the left and greatly outperforms IT-SimBA and IT-Square.
Our method achieves successful attacks using fewer than 20
queries for 50% of the dataset, confirming our intuition that
the information collected during the leaking phase allows us
to build efficient transferable attacks. Figure 4 (left) shows
the cumulative histogram of images successfully attacked
for the number of queries represented by the x-axis. We ob-
serve that LTP achieves superior results than the two next
best performing methods.

Finally, we show comparative qualitative results for the
“open eye smile” expression transformation in Figure 5.
We compare to the two next-best attacks in IT-SimBA and
IT-Square, as well as LaS-GSA, the recent black-box im-
age translation attack proposed by Yeh et al. (Yeh et al.
2021). We observe that our attack successfully neutralizes
the smile transformation, whereas other attacks have less
success when the transformation is very salient.

Facial Attribute Editing (StarGAN) We attack 200 im-
ages on StarGAN using 5 different attribute classes. We use
a distortion attack, where the target image r is the non-
attacked output image G(x) and we maximize the loss to
achieve the maximum amount of distortion in the output im-
age. We present results for a threshold 7 = 0.05, where the
output image is visibly distorted. We use a maximum num-
ber of queries B = 10, 000 for all methods. In Table 2 we
show comparisons between LTP and competing methods. In
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this case we cannot compare to LaS-GSA directly, since it is
formulated uniquely as a neutralizing attack. We can see that
LTP is much more efficient than other methods achieving a
reduction in mean queries of 70% compared to the next best
attack and achieving a 100% success rate. We also compute
FID scores for the network outputs and LTP achieves a high
FID score, reflecting that the images have highly corrupted
using the distortion attack. The average norm is also slightly
lower than the next-best method (IT-SimBA) and remains
imperceptible as seen in Figure 6.

In Figure 3 (bottom) we show histograms of the number
of queries required to attack dataset images. We see again
that LTP is heavily skewed to the left compared to com-
peting methods. Figure 4 (right) shows the cumulative his-
togram of images successfully attacked for a specific num-
ber of queries, demonstrating the superior efficiency of LTP.

Conclusion

We present successful black-box attacks on image transla-
tion models, with an application to disrupting the generation
of deepfake images. This is a first step to combating real-
world modern deepfake systems that puppeteer faces using
few images and no longer rely on face swapping or large
sets of face images. Our work also tackles the ever-growing
threat of DeepNude applications.

A key limitation of existing attacks is the high number of
queries needed. We show that Leaking Transferable Pertur-
bations (LTP) reduces the number of queries necessary to
attack models. This is a consequence of the transferability
of the leaked PCA components that are subsequently used
as candidate vectors during the exploitation phase. We find
that image translation architectures have specific vulnerabil-
ities and that there exist correlations between attacks con-
structed for different images. This is the surprising nugget
of intuition that motivates our approach.
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