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Abstract

The potential for conversational agents offering mental health
and legal counseling in an autonomous, interactive, and vi-
tally accessible environment is getting highlighted due to
the increased access to information through the internet and
mobile devices. A counseling conversational agent should
be able to offer higher engagement mimicking the real-time
counseling sessions. The ability to empathize or compre-
hend and feel another person’s emotions and experiences is
a crucial quality that promotes effective therapeutic bond-
ing and rapport-building. Further, the use of polite encoded
language in the counseling reflects the nobility and creates a
familiar, warm, and comfortable atmosphere to resolve hu-
man issues. Therefore, focusing on these two aspects, we
propose a Polite and Empathetic Mental Health and Legal
Counseling Dialogue System (Po-Em-MHLCDS) for the
victims of crimes. To build Po-Em-MHLCDS, we first create
a Mental Health and Legal Counseling Dataset (MHLCD)
by recruiting six employees who are asked to converse with
each other, acting as a victim and the agent interchangeably
following a fixed stated guidelines. Second, the MHLCD
dataset is annotated with three informative labels, viz. coun-
seling strategies, politeness, and empathy. Lastly, we train
the Po-Em-MHLCDS in a reinforcement learning frame-
work by designing an efficient and effective reward func-
tion to reinforce correct counseling strategy, politeness and
empathy while maintaining contextual-coherence and non-
repetitiveness in the generated responses. Our extensive au-
tomatic and human evaluation demonstrate the strength of
the proposed system. Codes and Data can be accessed at
https://www.iitp.ac.in/ ai-nlp-ml/resources.html#MHLCD or
https://github.com/Mishrakshitij/Po-Em-MHLCDS

Introduction
With approximately 20% of the global population suffering
from mental health issues (Holmes et al. 2018), availabil-
ity of its immediate treatment has become the primary con-
cern worldwide. However, according to the WHO’s Men-
tal Health ATLAS 20201, there is a global paucity of men-
tal health professionals. Limited access to in-person treat-
ment and other obstacles like social stigma and prejudice
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1https://www.who.int/publications/i/item/9789240036703

(White and Dorman 2001) cause millions of individuals who
need emotional and mental health-related support (Eysen-
bach et al. 2004) to resort to text-based peer support forums
such as TalkLife, Psychcentral2, etc. Although the peer sup-
porters on such forums are intended to help support seekers
positively, they are usually untrained and unacquainted of
the best practices in counseling, hence, are unable to deliver
good and mutually engaging replies (Gage-Bouchard et al.
2018). Consequently, it becomes imperative to build intelli-
gent conversational agents that can offer potential solutions
to support seekers.

A polite behaviour of a dialogue agent facilitates natu-
ral, smooth, and engaging conversations (Coppock 2005)
and can foster the interaction between the agent and users
(Golchha et al. 2019). Politeness has been identified and
evaluated as an essential component of support messages
(Brown, Levinson, and Levinson 1987; Feng, Li, and Li
2016). Incorporation of politeness in a counseling agent’s
replies may create a warm atmosphere and enhance the user
experience. Furthermore, to administer successful counsel-
ing and elicit positive-outcomes in support-based conversa-
tions, empathy is vital (Norcross 2002; Elliott et al. 2018)
and has been substantially investigated.

The World Health Organization (WHO) states that ap-
proximately one-third (33.3%) of women worldwide have
experienced physical and/or sexual violence at least once in
their lifetime, and approximately one billion children aged
2 to 17 have experienced physical, sexual, or emotional vi-
olence. This affects their physical, emotional, and mental
well-being. Further, owing to the lack of knowledge about
their legal and human rights or their privacy, most people are
less likely to disclose an assault or abuse. An immediately
available secure mental health and legal counseling dialogue
system may able to help these people (victims hereafter).

Though a few dialogue systems for mental health assis-
tance (WoeBot (Fitzpatrick, Darcy, and Vierhile 2017), Tess
(Fulmer et al. 2018)) and legal assistance (DoNotPay, Con-
vey Law3) have been reported in the literature, none of these
is designated to provide both mental health and legal coun-
seling to the victims. Neither do they induce politeness in
the responses while showcasing empathy. Thus, we propose

2https://www.talklife.co/, https://psychcentral.com/
3https://donotpay.com/, https://www.conveylaw.com/
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Figure 1: Example showcasing the use of politeness and em-
pathy (compassionate emotion) in counseling

here a novel research direction of inducing both politeness
and empathy in a counseling dialogue system’s responses
whilst being contextually consistent.

A counseling dialogue system should be able to employ
different counseling strategies as per ongoing conversation
and user’s state. Further, it should create a familiar, warm
and comfortable environment by employing polite tone in its
responses. Lastly, to console the users and gain their trust,
it should be able to make an empathetic connection with
the user. For instance, in Figure 1, although the agent’s re-
sponses in blue boxes try to counsel the victim, the response
in the green box facilitates better user engagement, reflect-
ing a sense of compassion and confidence with the user.

However, owing to the scarcity of available data, develop-
ing such a polite and empathetic personalized dialogue agent
in a Supervised Learning (SL) framework that can general-
ize to diverse users and contexts is challenging.

Due to the potential of reinforcement learning (RL) to
learn and improve as per some feedbacks received in the
form of rewards by interacting with the environment, the
research community explore RL-based techniques to build
the dialogue systems (Casanueva et al. 2018; Mesgar, Simp-
son, and Gurevych 2020). Similarly, some research works
have focused on adapting politeness in a task-oriented dia-
logue system’s responses (Mishra, Firdaus, and Ekbal 2022),
or improving empathy in mental health support dialogues
(Sharma et al. 2021; Saha et al. 2022a) in an RL-framework.
Therefore, to offer a familiar, warm and comfortable en-
vironment, thereby facilitating better user engagement, in
our present work, we propose a polite and empathetic men-
tal health and legal counseling dialogue system (Po-Em-
MHLCDS) based on the RL framework.

Development of the proposed Po-Em-MHLCDS has
been done in three stages. First, due to non-availability of
mental health and legal counseling data, we collect and
prepare a Mental Health and Legal Counseling Dataset
(MHLCD). Further, MHLCD is annotated with defined

counseling strategies, politeness information and empathy
factor in agent’s responses. Second, to achieve natural lan-
guage interaction between counseling dialogue agent and the
user, we train a Maximum Likelihood Estimation (MLE)
loss based model on MHLCD dataset. Third, this MLE-
loss based model is fine-tuned in an RL setting by de-
signing a novel reward function to ensure right counseling-
strategy, politeness, empathy, contextual-coherence, and
non-repetitiveness in the generated responses. Further, RL-
policy is optimized in such a way that it maximizes the re-
ward value given by this function. Lastly, the proposed sys-
tem’s performance is assessed in terms of automatic and hu-
man evaluation. Thus, our current work has the following
key attributes:

(i) Constructed a large-scale mental health and legal coun-
seling dialogue dataset MHLCD and manually annotated
it with three informative labels viz. counseling-strategy,
politeness and empathy;

(ii) Built transformers-based robust counseling-strategy, po-
liteness, and empathy classifiers;

(iii) Designed an efficient and effective reward function to
generate non-repetitive and contextually-coherent re-
sponses with correct counseling-strategy, politeness, em-
pathy imbibed in it;

(iv) Proposed a Polite and Empathetic Mental Health and Le-
gal Counseling Dialogue System (Po-Em-MHLCDS) in
an RL framework utilizing our newly designed reward
function. To the best of our knowledge, this is the very
first attempt towards this direction;

(v) Performed extensive experimental analysis employing
automatic and human evaluation to demonstrate the
strength of our proposed system.

Related Work
There have been several attempts to build end-to-end di-
alogue systems (Wu, Martinez, and Klyen 2018; Zhong
et al. 2022; Zhang et al. 2022) With the increasing con-
cern for the psychological well-being of individuals, re-
cently, efforts have been made to develop dialogue sys-
tems for mental health support (Sharma et al. 2020b, 2021;
Saha et al. 2022a,b). Past works have explored diagnos-
ing mental health issues from social media posts and ac-
tivities (Yazdavar et al. 2018; Reis et al. 2019) The ex-
isting studies for mental health support are primarily cen-
tered on analyzing effective approaches to obtain context-
specific adaptation and response diversity (Althoff, Clark,
and Leskovec 2016; Pérez-Rosas et al. 2019; Zhang and
Danescu-Niculescu-Mizil 2020). Besides, researchers have
developed techniques for gauging linguistic development of
counselors (Zhang et al. 2019), extracting conversational en-
gagement patterns (Sharma et al. 2020a), analyzing modera-
tion (Wadden et al. 2021), detecting therapeutic actions (Lee
et al. 2019), and identifying cognitive restructuring (Pruk-
sachatkun, Pendse, and Sharma 2019) in supportive talks.
Some preliminary studies in legal sphere are also available
(John et al. 2017; Do et al. 2017).

The role of empathy in building mental health support
conversations has been explored in (Elliott et al. 2011; Cas-
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tonguay and Hill 2017). The authors in (Morris et al. 2018)
utilized a corpus-based approach for constructing nuanced
and personalized empathetic responses. Several efforts have
been made to understand and build computational meth-
ods for identifying empathy in face-to-face therapy (Gibson
et al. 2016; Pérez-Rosas et al. 2017), and text-based peer-to-
peer support system (Sharma et al. 2020b). The authors in
(Sharma et al. 2021; Saha et al. 2022a,b) investigated ways
to induce empathy in mental health support conversations. A
very few research attempts have explored that the polite or
caring behavior of the conversational agent can further im-
prove the sense of empathy and facilitate the revelation of
personal information (Lucas et al. 2014; Kim et al. 2018).
Existing research works primarily utilized mental health-
related posts from different social platforms to collect their
conversational datasets. Our work differentiates from these
works in four aspects: (i) We propose a novel mental health
and legal counseling dialogue dataset created from scratch;
(ii) To get a better view of the counseling dialogue, we
define a set of counseling strategies, which help the dia-
logue agent to take next counseling action as per the con-
text available; (iii) To facilitate understanding of victim’s
emotional state and create a comfortable atmosphere, two
meta-communicative aspects of language, viz. politeness and
empathy are also incorporated in the agent’s responses; (iv)
By designing an efficient reward function, we build a mental
health and legal counseling dialogue system in an RL frame-
work. As per our knowledge, this is the first step towards
developing such a dialogue system.

Dataset
To facilitate the development of a polite and empathetic
goal-oriented dialogue system for mental health and le-
gal counseling assistance, we create a novel, high-quality,
and large-scale mental health and legal counseling conver-
sational dataset, named MHLCD annotated with appro-
priate counseling strategy, politeness and empathy labels.
MHLCD dataset statistics are shown in Table 1.

Data Preparation
The MHLCD dataset comprises of dialogues centered on
mental health and legal counseling aid for women and chil-
dren who have been victims of any type of crimes, includ-
ing domestic violence, rape, acid attacks, physical/cyber
stalking, workplace harassment, online harassment, imper-
sonation, trolling, matrimonial fraud, financial fraud, child
pornography, women/child trafficking, non-consensual sex-
ting, doxing/outing, and exclusion. A mental health and le-
gal counseling dialogue system should advance support to
individuals for good mental and emotional health with au-
thentic information. To assure this, before the data prepara-
tion began, several websites viz. National Cybercrime Re-
porting Portal4, National Commission for Women5, Min-
istry of Women and Child Development6; and documents,

4https://cybercrime.gov.in/
5http://ncw.nic.in/
6https://www.wcd.nic.in/

viz. Criminal Law Amendment Act 20137, IT (Amendment)
Act 20088 have been referred for providing authentic coun-
seling services and legal assistance. A few other websites
containing news items and case studies on crimes against
women and children have been explored, which helped us
to get real-life stories of such incidents. Now, to prepare
the dataset, six employees are recruited and asked to con-
verse with each other following these stories/content/infor-
mation using the Wizard-of-Oz approach (Kelley 1984) in
pairs, where one individual plays the role of the counselor
(agent) and the other one as a victim (user). During the con-
versation, the two participants were randomly assigned the
role of the agent and a victim to eradicate the correlation
between the agent’s counseling strategies and the targeted
victim’s characteristics.

Data Preparation Guidelines
The mental health and legal experts from government-run
institutions of national repute were consulted to compre-
hend the dialogue flows in victims’ situations. The inter-
action with the experts helps in drafting the guidelines for
preparing the dyadic conversations between the agent and
victims, which are as follows:
(i) The participant playing the agent role first asks for a few

basic information about the victims to assess their profile
variables.

(ii) The agent should identify the victims’ issues and evaluate
their immediate psychological requirements.

(iii) During counseling, the agent should be patient, empa-
thetic, and respectful towards the victims in order to
boost up their morale and provide a judgement-free envi-
ronment to share their feelings freely.

(iv) The agent should motivate the victims to lodge the com-
plaint, seek medical care, or contact the support group-
s/organizations that can help them. If the victim agrees,
then provide them with the pertinent and authentic legal,
medical, and/or organizational information.

(v) The agent should make the victims aware of the basic
safety measures that will eventually help them prevent
such unwanted incidents.

Mental Health and Legal Counseling Strategies
The counselor (or agent) can employ different counseling
strategies to provide the counseling assistance to the victims.
The participants (acting as the agent) are provided with tips
on different counseling strategies along with a few exam-
ple sentences. These different counseling strategies are de-
signed using the counseling theories and a preliminary ex-
amination of 60 conversation samples. The three pairs of
participants independently prepared 60 conversations, ana-
lyzed discrepancies, and modified the strategies accordingly
under the supervision of experts. Specifically, 11 different
counseling strategies are identified, which are as follows:
• Problem assessment refers to finding the answers to five

W’s and one H, i.e., What has happened?, Who is it

7https://www.iitk.ac.in/wc/data/TheCriminalLaw.pdf
8https://www.meity.gov.in/writereaddata/files/itact2000/

it amendment act2008.pdf
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about?, When did it happen?, Where did it take place?,
Why did it happen?, and How did it happen?

• Confidentiality assurance refers to making the victims
believe that the agent respects their privacy and whatever
they will share will not be disclosed to anyone.

• Motivational directive refers to encouraging the victims
to have patience and be optimistic and motivate them to
get involved in the things that give them relief and hope.

• Emotional support refers to providing a safe and non-
judgmental environment along with emotional comfort to
the victims to express their feelings.

• Counseling support refers to providing information of
a professional counselor with whom the victim can talk
and get support from professionals.

• Reassurance refers to making the victims understand
that no one ever deserves to be abused or harassed; it is
not their fault and assure them that they are not alone and
can always seek support in such situations.

• Legal awareness refers to providing law and other rel-
evant legal information to the victims in order to make
them aware of their rights and seek justice lawfully.

• Reporting assistance refers to providing step-by-step
guidance for reporting the assault if the victim wishes
to do so.

• Safety guidance refers to providing a few safety mea-
sures/tips so that the victims can make themselves aware
of the crimes and prevent such incidents.

• Credibility assurance refers to the use of credentials and
citing organizations (governmental or NGOs) to establish
credibility and earn the victim’s trust.

• No-Strategy is designated to the utterances which do not
employ any counseling strategy.

Data Annotation

To annotate the agent’s utterances with the correct counsel-
ing strategy (eleven classes), politeness (three classes: im-
polite, neutral, polite) and empathy (two classes: empathetic
and non-empathetic), three annotators with post-graduate
qualifications and significant experience in the related tasks
are recruited. These annotators are briefed with appropriate
annotation guidelines and provided with illustrative exam-
ples for each of the labels. To reduce the manual efforts,
entire annotation process is carried out in two phases. In the
first phase, 210 dialogues (with approx. 6K utterances) are
manually annotated with the counseling strategy, empathy,
and politeness labels as per the guidelines provided. In the
second phase, the agent’s utterances in the remaining 796
dialogues are passed through fine-tuned transformer-based
counseling strategy, politeness and empathy classifiers to
predict the respective labels. Then, these predicted labels are
cross-verified for their correctness by the same three annota-
tors in order to create a gold-standard dataset. We observe a
reliable multi-rater Kappa (McHugh 2012) agreement ratio
of 71.2%, 78.6%, and 81.2% in the first phase, and 77.2%,
82.6%, and 84.1% in the second phase for counseling strat-
egy, politeness, and emotion labels, respectively.

Metrics Train Validation Test
# of Dialogues 755 100 151
# of Utterances 20886 2795 4163
Avg. Utterances per Dialogue 27.66 27.95 27.57

Table 1: Dataset statistics.

Proposed System: Po-Em-MHLCDS
To build our proposed system, we first alternatively train
two different language models to learn the distribution of the
user’s (victim) and agent’s (counselor) utterances to achieve
natural language interaction between both the models. This
MLE-loss based agent’s trained model is then fine-tuned
in an RL framework. In order to optimize the agent’s be-
haviour, we employ an RL-loss considering an efficiently
designed reward function to ensure politeness, empathy,
contextual coherence and non-repetitiveness while counsel-
ing the victim. The RL-loss is optimized to investigate new
and potentially better policies to generate agent’s responses.

R = α1R1 + α2R2 + α3R3 + α4R4 + α5R5 (1)

where α1 + α2 + α3 + α4 + α5 = 1.

MLE-Loss Based Dialogue Model
A multi-turn mental health and legal counseling dialogue
can be represented as d = {c0, v0, .., ci, vi, .., cT−1, vT−1},
where ci denotes the counselor’s ith response and vi denotes
the victim’s ith response, and T denotes the total number of
turns in the dialogue. The agent’s (counselor, c) and user’s
(victim, v) utterances’ distribution are modelled recurrently.
In accordance with (Wu et al. 2021), two language models
(LMs), here, GPT-2-medium (Radford et al. 2019), one for
counselor pc and one for victim pv are considered to model
the probability distributions over the dialogue d’s utterances.
These LMs, pc and pv try to predict the next best possible to-
ken rj in a response r = {r1, r2, .., rj , .., rt} with t tokens.
Given the context of the dialogue, the joint probability of
the victim’s and the counselor’s utterance can be expressed
as follows:

pv(vi|v<i, c<i) =

tvi∏
j=1

P (rj |r<j , v<i, c<i) (2)

pc(ci|v<=i, c<i) =

tci∏
j=1

P (rj |r<j , v<=i, c<i) (3)

Finally, MLE-loss based trained dialogue model is obtained
by maximising the likelihood pθ(d), defined on dialogue d.
It can be written as:

pθ(d) =
T−1∏
T=0

pv(vi|v<i, c<i)pc(ci|v<=i, c<i) (4)

RL-Loss Based Fine-Tuning
Once the trained dialogue model, pθ(d) providing the nat-
ural language interaction between the agent and the vic-
tim is obtained, it is fine-tuned with an RL-loss. Given
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a dialogue context, first, pθ(d) generates, n-candidate re-
sponses. Second, these candidates are quality checked in
terms of counseling-strategy correctness, politeness, empa-
thy, contextual-coherence and non-repetitiveness. Lastly, by
employing Proximal Policy Optimization (PPO) (Schulman
et al. 2017) method, RL-policy is optimized to generate a
polite and empathetic counseling response.

Classifiers To formulate the counseling strategy, polite-
ness, and empathy reward feedbacks, respective classifiers
are needed. Additionally, to evaluate the presence or absence
of counseling strategy in the generated response, a binary
counseling classifier is required. All these four classifiers are
built by fine-tuning a pre-trained RoBERTa-large (Liu et al.
2019) model.

Rewards A mental health and legal counseling dialogue
system should be able to employ correct counseling strat-
egy with politeness and empathy in the generated responses.
These rewards are Task-specific rewards, trying to fulfil the
trueness of some tasks. Further, to ensure the language
quality and context adequacy, it should generate contextu-
ally coherent and non-repetitive responses. These rewards
are Generic rewards trying to ensure the language quality
in responses. Thus, we design an efficient compound re-
ward function R that captures all the five aspects viz. R1

adapts true counseling strategy, R2 incorporates politeness,
R3 ensures required empathy, R4 accounts for contextual-
coherence, and R5 reinforces non-repetitiveness. Lastly, to
formulate R appropriately, a weighted sum of all these five
rewards is considered, which can be expressed as:
Counseling, Politeness, and Empathy Reward: The agent
is forced to employ correct counseling strategy, politeness
and empathy in the generated responses by penalizing the
generated responses deviating from the ground truth coun-
seling strategy, politeness and empathy classes. To achieve
this, first, the counseling strategy, politeness and empathy
label for the generated response rT at turn T are predicted.
Then, these predictions are compared with their respective
labels of the ground truth response. Counseling reward (R1),
Politeness Reward (R2), and Empathy Reward (R3) can be
formulated as:

R1 = Pcou(cT )− β
∑
i∈Ccs

Pcoui
(rT ) (5)

R2 = Ppol(cT )− β
∑

i∈Cpo

Ppoli(rT ) (6)

R3 = Pemp(cT )− β
∑

i∈Cem

Pempi
(rT ) (7)

where, Pcou(cT ), Ppol(cT ), and Pemp(cT ) denote the
predicted probabilities of counseling strategy, politeness,
and empathy for the ground truth utterance cT at turn T .
Similarly, Pcoui

(rT ), Ppoli(rT ), and Pempi
(rT ) denote the

predicted probabilities of counseling strategy, politeness and
empathy for the generated response rT at turn T ; i ∈
Ccs, Cpo, and Cem with Ccs = {c1, c2, ..., cn}, Cpo =
{c1, c2, ..., cm} and Cem = {0, 1} representing a set of n
counseling strategies, m politeness labels, and two empathy

classes, respectively. The β serves as a penalization factor,
i.e. greater the β is, greater would be the penalization9.
Contextual-Coherence Reward: Any dialogue system
should maintain the context of the dialogue. Hence, the gen-
erated responses should not deviate from the dialogue con-
text. Therefore, to assess the contextual coherence of the
generated responses, the fourth reward R4 is formulated as:

R4 =
1

3
(cos(rT , cT ) + cos(rT , uT ) + cos(rT , cT−1)) (8)

Non-Repetitivenesss Reward: A counseling dialogue sys-
tem should not ask/suggest the same responses to the vic-
tims. It is required to engage the victim in the subject s/he
is being counseled in. Therefore, the generated responses
should be diverse and interactive. To account for this, a non-
repetitiveness reward, R5 is calculated as the Jaccard dis-
tance between the generated responses, rT and rT−1 at turns
T and T − 1, respectively (Jaccard 1912), which can be for-
mulated as:

R5 = 1− rT−1 ∩ rT
rT−1 ∪ rT

(9)

Policy A dialogue agent’s action selection can be modeled
through a policy which can be defined as a probability map-
ping function Pθ that represents the likelihood of generating
an utterance r consisting of M tokens .

Pθ(r1:M |x) =
M∏

m=0

Pθ(rm|y<m, x) (10)

Proximal Policy Optimization: To have low variance from
the old policies, policy updates are made at each step using
the PPO method. It updates the current policy by seeking
improvement on a certain parameters so that it is not too dif-
ferent from the previous policy. The policy optimization can
be decomposed into three steps: First, using gradient ascent,
the expected reward is maximized in the loss function J(θ):

∇θJ(θ) = Er∼Pθ
[∇θlogPθ(r)Âr] (11)

Second, to restrict large deviation from the old policy, log
term in the above equation is replaced with an importance
sampling term. Further, to prevent catastrophic forgetting,
clipping is performed. The clipped variant of PPO does not
take into account any KL-divergence term (Kullback and
Leibler 1951) or any constraint in the objective function,
rather it relies on a specialized clipping to ensure small de-
viation from the true distribution. It can be formulated as:

LCLIP(θ) = Ê[min(prr(θ)Âr, clip(pry(θ),

1− ε, 1 + ε)Âr)]

Here, prr(θ) = Pnew
θ /Pold

θ gives the probability ratio of
generating a response between the new and old policies. ε is
the clipping range and Ây is the estimated advantage which
is the normalized rewards in our case. Lastly, parameters are
updated using the following steps:

θk+1 = argmax
θ

E
s,a∼Pθk

[LCLIP] (12)

9The value of β is taken as greater than or equal to 1.
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BERT-large RoBERTa-large
Classifier W-ACC Macro-F1 W-ACC Macro-F1
Counseling strategy 0.904 0.851 0.923 0.869
Politeness 0.978 0.964 0.990 0.989
Empathy 0.962 0.952 0.977 0.972

Table 2: Evaluation results of the counseling-strategy, politeness and empathy classifiers.

Model CoStr Pol Emp PPL R-LEN
ARDM (Wu et al. 2021) 75.24% 89.1% 41.3% 3.21 16.02
Po-Em-MHLCDS-R 77.13% 90.1% 42.6% 2.87 16.91
Po-Em-MHLCDS 80.30% 92.54% 46.4% 1.91 18.71

Table 3: Results of automatic evaluation. Here, Po-Em-MHLCDS refers to our proposed system considering all rewards. Po-
Em-MHLCDS-R refers to Po-Em-MHLCDS with no rewards.

Experiments
Implementation Details
To train the MLE-loss based dialogue model (MLE-DM),
the pre-trained GPT-2 medium (Radford et al. 2019) is
employed. The fine-tuning of trained MLE-DM is done
in an RL setting by experimenting with different num-
ber of candidate responses, i.e., n = 2, 3, 4, 5, 10. As per
the loss obtained, n = 3 is selected as the final value.
To decode generated candidates, nucleus sampling (Holtz-
man et al. 2019) is adopted with temperature T = 0.8
and probability p = 0.9. The proposed system is trained
considering the seed value = 10, human reward =
10, max candidate length = 50, and AdamW optimizer
(Loshchilov and Hutter 2018) with a learning rate of α =
2e−05, ε = 0.2 and epochs = 20. The reward weight
combination of 0.3, 0.2, 0.2, 0.2, 0.1 are chosen as the final
weights for α1, α2, α3, α4, and α5, respectively. Lastly, for
counseling, politeness and empathy rewards, the penaliza-
tion factor, β is set to 2.

For validation along with training, considering three
candidate responses per utterance per dialogue, Po-Em-
MHLCDS takes approximately 30 mins/epoch, hence, to-
tal time it took 600 minutes (10 hours) to train and validate
the model. Finally, the testing of the proposed system takes
approximately 5 minutes for 300 utterances.

Evaluation Metrics
The proposed system, Po-Em-MHLCDS is evaluated using
both automatic and human evaluation metrics. Counseling
strategy, politeness and empathy classifiers are evaluated in
terms of Weighted Accuracy (W-ACC) and Macro-F1 (to ac-
count for imbalanced class distribution).

The effectiveness of the proposed Po-Em-MHLCDS
model is checked by evaluating it in terms of task success
(here, counseling, politeness and empathy) and quality of
the generated responses. Task success metrics are: CoStr
that computes the number of utterance generated with coun-
seling strategy, Pol which gives the number of polite utter-
ances, and Emp that computes the number of empathetic
utterances generated. To check the quality of the generated
responses, Perplexity (PPL) score and response-length (R-

LEN) are evaluated. CoStr, Pol, and Emp are evaluated us-
ing a counseling classifier10, politeness and empathy clas-
sifiers. The accuracy of these classifiers on test set provides
the respective metrics (CoStr, Pol, Emp) scores for our pro-
posed system, Po-Em-MHLCDS.

Human evaluation are done by recruiting six evaluators
with postgraduate qualification and proficiency in similar
tasks11. To test the robustness of our system, each evalua-
tor is asked to interact with our system 3 times, with a con-
straint that each time they would have to interact by using a
different set of responses. Then, these 18 human-evaluated
dialogues are sent to the experts from government-run in-
stitutions for cross-verification in terms of evaluation qual-
ity. After experts pass the evaluation process, further 42 dia-
logues are evaluated. Hence, we end up with total 60 human
evaluated dialogues. All six evaluators are asked to rate each
dialogue interaction in terms of counseling strategy correct-
ness (Con), politeness (Pol), empathy (Emp), consistency
(Const), fluency (Fluen), and non-repetitiveness (N-Rep)
on an integer scale of 1-512.

Results and Analysis
We performed experimental results analysis in two steps.
First, we analyze the results of sub modules, i.e. counsel-
ing strategy, politeness and empathy classifiers used in our
propose Po-Em-MHLCDS framework. Then, we state the
results of the proposed system, and compare it with two
baseline models, viz. ARDM (MLE-based model) (Wu et al.
2021) (one with which we initialized our proposed model)
and Po-Em-MHLCDS-R (one with zero reward). Lastly, to
study the effect and contribution of each of the task-specific
rewards and generic rewards, we perform reward weight op-
timization. The automatic and human evaluation results are
shown in Table 3 and Table 4, respectively.

Evaluation results of all three classifiers are shown in Ta-
ble 2. It can be observed that all three classifiers achieved

10Accuracy of counseling classifier is 94.23%. It checks if a re-
sponse incorporates a counseling strategy or not.

11Human evaluators were paid as per our university norms.
12The scale 1-5 denotes low to high intensity such as Con = 1

denotes non-counseling and Con = 5 denotes highly counseling.
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Model Con Pol Emp Const Fluen N-Rep
ARDM 3.04 3.83 2.13 3.74 4.12 3.87
Po-Em-MHLCDS-R 3.39 3.96 2.28 3.91 4.31 4.11
Po-Em-MHLCDS 3.94 4.41 2.85 4.16 4.57 4.72

Table 4: Results of human evaluation.

significantly good scores in terms of both Weighted Ac-
curacy (W-ACC) and Macro-F1. It can also be seen that
RoBERTa-large (Liu et al. 2019) yields better scores for both
the metrics as compared to BERT-large (Devlin et al. 2018).
It could be due to the fact that RoBERTa-large consists of
larger number of parameters constituting it to better approx-
imate for all the three classifications.

Automatic evaluation
In Table 3, it can be seen that our proposed model, Po-Em-
MHLCDS performs better than the baselines: ARDM and
without reward model (Po-Em-MHLCDS-R) in terms of all
metrics. For task-specific metrics, viz. CoStr, Pol, and Emp,
Po-Em-MHLCDS achieves good scores of 80.3%, 92.54%,
and 46.4%, with a significant difference of 5.06, 3.44, and
5.1, respectively as compared to the baseline ARDM13. This
justifies the design of reward function as it can be seen that
Po-Em-MHLCDS is able to generate polite and empathetic
responses while incorporating the correct counseling strat-
egy. It is due to the fact that task-specific rewards forces
the RL-agent to generate counseling strategy grounded re-
sponses. It can be also seen that as compared to the Po-Em-
MHLCDS-R, our proposed system performs better in terms
of CoStr, Pol, and Emp with a difference of 3.17, 2.44, and
3.8, respectively. This further strengthens our design of re-
wards to build a polite and empathetic mental health and
legal counseling dialogue system. It can also be observed
from Table 3 that Po-Em-MHLCDS obtains well scores
of PPL - 1.91 and R-LEN - 18.71 with a significant dif-
ference of 1.3 and 2.69, respectively in comparison to the
baseline ARDM. This could be due to the task-specific and
contextual-coherence rewards driving the model to build a
connection with the victim in smooth language to generate
contextually adequate and fluent responses. This results in
generation of interactive and engaging responses. Lastly, it
can also be seen in Table 3 that Po-Em-MHLCDS performs
better than its variant Po-Em-MHLCDS-R, hence, strength-
ening the requirement of both task-specific and generic re-
wards to generate fluent, non-repetitive, polite and empa-
thetic responses grounded in appropriate counseling strat-
egy.

Human evaluation
Table 4 shows the human evaluation results. It can be ob-
served that Po-Em-MHLCDS yields better scores in terms
of Con, Pol, Emp, Const, Fluen and N-Rep with a dif-
ference of 0.9, 0.58, 0.72, 0.42, 0.45, and 0.85, respec-
tively as compared to the the baseline ARDM scores of

13We perform statistical significance test, Welch’s t-test (Welch
1947), and it is conducted at 5% (0.05) significance level.

Const: 4.16, Fluen: 4.57, and N-Rep: 4.72, which im-
plies that contextual-coherence and fluency rewards have
played a crucial role in generating consistent, fluent and
non-repetitive utterances. Further, in terms of Con, Pol and
Emp, Po-Em-MHLCDS attains well scores of 3.94, 4.41,
and 2.85, respectively. Therefore, it can be inferred that
adding politeness and empathy rewards with counseling re-
ward helps Po-Em-MHLCDS to build a rapport with the
victim, by generating engaging and interactive responses.

Conclusion and Future Work
In this work, we have built a polite and empathetic men-
tal health and legal counseling dialogue system, Po-Em-
MHLCDS to offer higher engagement in e-counseling ses-
sions and resolve the issues faced by the victims. For this,
we prepared a Mental Health and Legal Counseling Dataset
(MHLCD) and further annotated it with three informative
labels, viz. counseling strategies, politeness and empathy.
Then, we trained the proposed system on this annotated
dataset in a reinforcement learning framework. A novel re-
ward function ensuring correct counseling strategy, polite-
ness and empathy while reinforcing contextual-coherence
and non-repetitiveness in the generated responses is de-
signed to optimize the RL-loss. Automatic and human eval-
uation conclude that Po-Em-MHLCDS achieves promising
results as compared to strong MLE-loss based baselines.
Further, our results also supports the use of designed reward
function to better facilitate the counseling, politeness and
empathy in generated response. A counseling dialogue sys-
tem can use the external knowledge to generate knowledge-
grounded and more realistic responses. This gives future di-
rections for our current research work.
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