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Abstract

Class-incremental continual learning is a core step towards
developing artificial intelligence systems that can continu-
ously adapt to changes in the environment by learning new
concepts without forgetting those previously learned. This
is especially needed in the medical domain where contin-
ually learning from new incoming data is required to clas-
sify an expanded set of diseases. In this work, we focus on
how old knowledge can be leveraged to learn new classes
without catastrophic forgetting. We propose a framework
that comprises of two main components: (1) a dynamic ar-
chitecture with expanding representations to preserve previ-
ously learned features and accommodate new features; and
(2) a training procedure alternating between two objectives
to balance the learning of new features while maintaining the
model’s performance on old classes. Experiment results on
multiple medical datasets show that our solution is able to
achieve superior performance over state-of-the-art baselines
in terms of class accuracy and forgetting.

Introduction

Deep neural networks (DNNs) have excelled in many ma-
chine learning classification tasks and shown to achieve
human-level performance in medical imaging applications
(McKinney et al. 2020; Ardila et al. 2019; Esteva et al.
2017). However, this is under the condition that all classes
are known prior to training. This assumption is often vio-
lated in the medical domain as some diseases are rare and
discovering new disease is not uncommon. In both cases,
not all classes would have readily available data for train-
ing the DNN. Figure 1 shows samples of two types of lym-
phoma with the latter being a rarer disease (El-Mallawany
et al. 2012). A system that has only learn to diagnose the
former can easily misclassify the other as the same type with
high confidence due to their similar appearance. This can
have dire consequences as the treatment strategies for the
two are different and initiating the correct regimen is crucial
to achieve good outcome. Hence, any DNN systems in the
medical domain must be able to continually learn an expand-
ing set of classes as and when new data becomes available.
Further, they should do so without negatively affecting the
performance for diagnosing previously seen diseases.
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Figure 1: Sample pathology images of different lymphomas
(El-Mallawany et al. 2012).
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Figure 2: Sample images illustrating new class (first image)
have shared features from old classes.

Existing work on class-incremental continual learning fo-
cuses on catastrophic forgetting (McCloskey and Cohen
1989; Goodfellow et al. 2014), where performance of DNNs
degrades significantly on previously learned classes as more
classes are being introduced. For the medical domain, we
should in fact go beyond just alleviating forgetting. As
shown in our previous example, one observation is that dis-
eases tend to have overlapping features. Particularly, classi-
fication of a new class could depend on features from var-
ious old classes. Figure 2(a) shows the structure of simple
stroma that could be described using combination of texture
from other tissues. Similarly, the progression of a disease in-
cludes earlier clinical symptoms. Figure 2(b) shows that the
proliferative stage of diabetic retinopathy includes clinical
signs from mild, moderate and severe stages. This motivates



us to explore how we can leverage on the previously learned
knowledge to acquire new features that allow us to discrim-
inate the expanding set of classes, and possibly even lead to
performance improvement on the old disease classes.

There has been limited research on class-incremental con-
tinual learning in the medical domain. Li et al. (2020) in-
troduced an ensemble strategy to update representation of
old classes. However, it still lacks in terms of utilizing pre-
viously learned features. A Bayesian generative model for
medical use cases is proposed by Yang et al. (2021) where
old classes are represented using statistical distributions. It
allows the model to preserve old knowledge, but faces diffi-
culty learning new features due to the fixed pre-trained fea-
ture extractor.

In this work, we design a framework that leverages on
what has been learned to derive new features for recogniz-
ing the cumulative set of classes. We employ a dynamic
architecture that allows features from the old classes to be
reused while expanding the set of feature extractors to learn
novel features from the new classes. The proposed architec-
ture has a single low-level feature extractor shared across
all classes, which helps to promote utilization of previously
learned knowledge. We propose a new training strategy that
alternates between two objective functions, one focusing on
new classes and the other on the old. With this, the classifier
can perform well on new classes while still able to maintain,
or even improve, its performance on old classes.

We validate our proposed framework on three publicly
available medical datasets. Empirical results show that our
approach outperforms state-of-the-art methods, especially
when the dataset is highly skewed and the incremental
classes per step is small. Aside from being able to alleviate
forgetting, the results show that we are able to utilize newly
learned features to better discriminate old classes.

Related Work

Research on class-incremental continual learning has largely
been concentrated in the natural image domain. These
works can broadly be categorized into three approaches:
regularization-based, replay-based, and architecture-based.

Regularization-based approach preserves old knowledge
by using additional regularization term to penalize changes
in previously learned features. Previous works (Kirkpatrick
et al. 2017; Zenke, Poole, and Ganguli 2017; Aljundi et al.
2018) estimate the importance of each weight in a previ-
ously learned model and apply penalty if there are updates
to the important weights. Other works use distillation loss
to ensure that the features learned of the old classes are pre-
served (Li and Hoiem 2017; Hou et al. 2018; Douillard et al.
2020; Kim and Choi 2021). Another interesting direction
introduced in recent work (Tao et al. 2020) is the use of
topology-preserving loss to maintain the feature space topol-
ogy. However, one difficulty faced by approaches in this cat-
egory is balancing the regularization term such that learning
of new classes would not be hindered.

Data replay-based methods interleaves data related to pre-
vious tasks with new data so that the model is ‘reminded’
of the old knowledge. One way to obtain the old data is by
training deep generative models to synthesize ‘fake’ samples
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that mimics data from previous classes (Shin et al. 2017; Wu
et al. 2018; Rao et al. 2019; Wang et al. 2022) but there is
the issue of generating realistic data samples. Another way
is to directly store a small number of previous class sam-
ples to train together with the new data (Rebuffi et al. 2017,
Chaudhry et al. 2019). However, due to the limited memory
buffer, there is an imbalance between the small number of
old class samples and the relatively large amount of data for
new classes. Attempts to address this issue include employ-
ing a two-stage learning where the classifier is fine-tuned
using a balanced dataset (Castro et al. 2018) or by correct-
ing the biased weights after training (Wu et al. 2019; Zhao
et al. 2020). On the other hand, a few works focus on how
best to select data such that old class performance could be
maintained. Particularly, Aljundi et al. (2019) proposed to
store data instances that suffer most by the parameters up-
date of the new model, while Shim et al. (2021) selects sam-
ples that best preserve decision boundaries between classes.
Other works propose to parameterize and construct the rep-
resentational data of each seen class through bi-level opti-
mization (Liu et al. 2020; Chaudhry et al. 2021).

Architecture-based approaches focus on dynamically ex-
panding the network structure and allocate new model pa-
rameters to accommodate new information while keeping
previously learned parameters fixed to preserve old knowl-
edge (Hung et al. 2019; Mallya, Davis, and Lazebnik 2018;
Fernando et al. 2019; Yoon et al. 2017). Most of these meth-
ods use different part of the network for each task which
requires task identity during inference, but this identity in-
formation is usually unavailable. The work by Yan, Xie, and
He (2021) introduces the notion of expandable representa-
tion learning by adding new branches to the feature extrac-
tor of existing network to learn novel concepts for the in-
coming data while fixing the weights of old branches to pre-
serve previously learned features. However, there is minimal
exploitation of old knowledge since each feature extractor
branch is independent of each other.

Proposed Approach

In class-incremental continual learning, the model is re-
quired to learn from a stream of data. At each incremental
step t € [1..T], let Y; be the set of new classes and D, be
the dataset comprising samples (x,y), where x denotes an
input image and y € Y; is the corresponding label. The goal
is to maximize the overall classification accuracy of all seen
classes up to step ¢, i.e. Y], = Ul_, ;.

Our proposed framework leverages previously learned
features to learn new classes. We utilize a dynamically
expanding network to accommodate new features without
compromising old ones. To maintain performance on previ-
ously seen classes, regularization loss and data replay strat-
egy are also employed. Further, to handle the highly skewed
class distribution, we use cost-sensitive learning (Ting 2000)
and assign higher penalty to samples from under-represented
old classes.

Model Architecture

Figure 3 shows the details of our proposed dynamic archi-
tecture at incremental step ¢. There are three main compo-
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Figure 3: Model architecture at incremental step ¢, consisting of low-level feature extractor £, high-level feature extractors
{H1,...,H:} and unified classifier F;. Low-level features learned are shared across all tasks and a new high-level feature
extractor H; is added each step ¢. The classifier F; consists of weights with vectors wy ; for all classes 7 € Y[.4).

nents: a low-level feature extractor, a set of high-level fea-
ture extractors, and a unified classifier. The low-level fea-
ture extractor £, parameterized by 6., is shared throughout
the learning process. Each high-level feature extractor Hj
has the same architecture that receives processed input from
L and builds upon the low-level features to learn discrimi-
nating features for the new set of classes. A new high-level
feature extractor Hy, parameterized by 6y, , is added to the
model at each step ¢. By allowing the low-level feature ex-
tractor to be shared across various tasks, our approach en-
courages the reuse of similar features by the high-level fea-
ture extractors. The output is a vector hj; of dimension d.
To alleviate forgetting, we freeze the set of old parameters
{0,,0%,,...,04, .}

The unified classifier F; is a single layer with weight ma-
trix W, comprising of vectors w; ; for each class i € Y[u]-
These vectors are derived from the weight matrix of previ-
ous step ¢t — 1 by expanding row-wise to accommodate new
classes Y; and column-wise to include new features from
H,.. Let W,_; be the weight matrix comprising of vectors
w;—1,; of all seen classes ¢ € Y[;.;—1). Then the matrix W,
is given by W; = [[W;_1 o V;];U;], where Uy is a matrix
with weight vectors corresponding to features from H; for
all classes in Y[;.;) and V; is a matrix of feature weights from
H1 up to H;_1 for new classes in Y.

Suppose z; = [hy o hg o -+ o h,] is the concatenated
outputs from all high-level feature extractors for an input
image x. Then the probability of input & belonging to class
1 can be estimated as follows:

en-sim(zt Wy i)

ey

en-sim(z¢,we ;)

pi(zt) = Z

FEY1:4)

where 7 is a learnable scalar and sim(-) is the cosine simi-
larity between two vectors (Hou et al. 2019).
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Training Procedure

Following the data replay strategy, our training samples S; at
each incremental step ¢ > 1 consists of the incoming dataset
Dy and a limited number of samples from each seen classes
in memory M;_1, thatis, S; = M;_,UD;. Our goal is to op-
timize the new model parameters 6y,,, V;, U, using S; while
keeping old parameters 0,0y, ,...,0y, ,, W1 fixed to
preserve previous knowledge.

We design two objectives L™" and L°“¢ and use them
alternately during each training step. The objective L™¢"
focuses on learning discriminative features of the new in-
coming set of data and has four components namely, classi-
fication loss, auxiliary loss, distillation loss and margin loss:

2

where A1, Ao and A3 are hyper-parameters for balancing the
losses.

On the other hand, L° focuses on the under-represented
old classes by assigning higher penalty for the misclassified
samples and does not require auxiliary loss. We have

L™ = Leass + M Lauz + A2Lgist + A3 Lmarg

LOld = Lclass + A4Ldist + >\5Lma7’g (3)

where A4 and )5 are hyper-parameters.

To prevent the model from neglecting or compromising
the newly learned features when optimising L°'¢, we freeze
the weights 84, and U,. This preserves the new knowledge
learned and the classifier can make use of them to refine the
decision boundary between the old and new classes. Details
of each loss component are given below.

Classification Loss Instead of the commonly used cross-
entropy loss where serious forgetting would occur due to the
imbalance between the new and old classes (Rebuffi et al.
2017), we adopt the class-balanced focal loss (Cui et al.



2019). Our classification is given by:

(1) o (m(z»)}
“

where n is the number of samples in S; with class label y.

By assigning higher penalty on old classes, this loss takes
into account class imbalance when learning features to bet-
ter differentiate old classes from the new. This avoids dis-
carding samples valuable for learning an accurate decision
boundary. Note that the hyper-parameters 5 and - used for
this loss in L°'? are different from those in L™ so that mis-
classification of old class samples are penalized more under
the former.

Lclass = E |:_
(wvy)NSt

Auxiliary Loss To learn the discriminating features of the
new classes, we introduce an auxiliary loss. It also uses
the class-balanced focal loss but focuses only on features
extracted by H;, that is, h;, as well as the corresponding
weight vector u; ,, for the class y as follows:

_ 1-8 v
Lauz — (a;7yI)E~St |: 1= 6" (1 - py(ht)> log (py(ht))]
(5)
where
esim(ht,ut,y)
py(he) = (6)

sim(hos we ;)
ZiGYp:t] € o

Note that we use existing parameters in the classifier F;
to learn a better decision boundary in the new feature dimen-
sion, unlike previous work (Yan, Xie, and He 2021) which
introduces an additional auxiliary classifier.

Distillation Loss This regularization term is designed to
alleviate forgetting by transferring knowledge from the old
model to the new. Since our architecture is designed to
freeze previously learned features, we use logits-level dis-
tillation loss (Rebuffi et al. 2017) by minimizing Kull-
back-Leibler divergence (Kullback and Leibler 1951) be-
tween the probabilities of old classes Y[;.; 1] predicted by
the model at previous step as follows:

pi(zt—l)

5 pi(z2)

(m)y)"’st

> pi(zi-1)log

1€Y[1:4-1)

Liist = Y11

(N

We weight the loss to take into account that the need to

preserve previously learned knowledge varies with the num-
ber of old classes.

Margin Loss Since the training set is dominated by new
classes, the predictions may be biased towards them. To re-
duce the bias, we use margin ranking loss (Hou et al. 2019)
such that samples extracted from memory M;_; have well-
separated ground truth old class from all the new classes
with margin of at least m. Given a training sample (x, y),
let K be the set of corresponding new classes with the &
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Algorithm 1: Proposed Training Procedure

Require: Initialized model parameters £, H1, F1
Number of incremental steps T’
Datasets at each step { D1, - -,Dr}
Number of training epochs N
1: Train £, Hq, F1 with Lgqss using Dy for N epochs
2: fort<+2,...,Tdo
3: Expand architecture with H; and F;
4: Construct memory M;_;
5 Sy My_1 U D,
6: repeat
7: Train with L™ from Eq. (2) using S;
8 Train with L°'¢ from Eq. (3) using S;
9 until epoch = N
0: end for

10:

highest predicted confidence. Then the loss is defined as:

Z max (sim(zt, Wy;)—

€K

Lmar = E
g (z,y)~M¢ 1 [

sim(zg, wy,,) +m, O)] (8)

Algorithm 1 gives the details of our proposed training ap-
proach. In Line 1, D; is used to train the low-level feature
extractor £, high-level feature extractor /1, and classifier
F1 with only classification loss as there is no old knowledge
to preserve. For each subsequent step ¢, the architecture is
expanded with a new high-level feature extractor H; and a
larger classifier F; (Line 3). Line 4 selects old samples for
data replay M,;_; while Line 5 merges the samples with D,
to obtain training dataset .S;. The training procedure (Lines
6-9) is repeated by first optimizing L™, followed by L°/.

Experiments

Datasets and Settings We follow the protocol where we
train the model using half of the classes and split the remain-
ing classes evenly for training in each incremental step (Hou
et al. 2019). We use the following datasets and settings in
our experiments:

e CCHS5000 (Kather et al. 2016): This dataset consists of
histological images with each belonging to one of 8§ tis-
sue categories that represents textures in of human col-
orectal cancer. It has a uniform class distribution of 625
images per class, which we randomly select 20% from
each for testing. We use 4 classes to train an initial model,
and the remaining are split into groups of 1 and 2 classes
for the two respective incremental learning settings.

EyePACS (Kaggle and EyePacs 2015; Cuadros and Bres-
nick 2009): This Kaggle dataset consists of 35125 reti-
nal images that have been graded for the severity of dia-
betic retinopathy (DR). There are 5 classes: no DR, mild
DR, moderate DR, severe DR and proliferative DR. It has
highly skewed distribution, with 73% of the images hav-
ing no DR and only 2% having severe DR. We use the



first 3 classes to train an initial model and incrementally
learn the remaining two classes.

HAM10000 (Tschandl, Rosendahl, and Kittler 2018;
Tschandl 2018): This dataset is a collection of 7 types
of pigmented skin lesions. There are 10015 images, from
which 20% is randomly selected for evaluation. The class
distribution is highly uneven, with number of images per
class varying from 115 to 6705. We train an initial model
on 3 classes, and use the remaining 4 classes for incre-
mental learning under two settings where 1 or 2 classes
are introduced at each step respectively.

For each setting, the experiments are repeated on three
random class order. All the training images are augmented
with random flipping and cropping. Following previous
work (Rebuffi et al. 2017), we use the herd selection strat-
egy (Welling 2009) to select a fixed number of 20 samples
per class for data replay in all experiments.

Baselines We compare our approach with the following
baselines: (a) iCaRL (Rebuffi et al. 2017) alleviates forget-
ting using logits-level distillation loss; (b) UCIR (Hou et al.
2019) preserves previously learned knowledge by fixing the
weight vectors of old classes and uses feature-level distilla-
tion loss as well as margin loss in their solution; (c) POD-
Net (Douillard et al. 2020) prevents forgetting with spatial-
based distillation loss and uses two-stage learning to address
class imbalance; (d) DER (Yan, Xie, and He 2021) uses dy-
namically expandable representation to handle new classes
without forgetting and also two-stage learning for the class
imbalance issue.

Evaluation Metrics After each incremental step t, the
model is evaluated only on all the classes seen so far. We
denote the accuracy of classifying samples with classes in
Y; using model trained at step ¢ as Aj. The overall accu-
racy is computed as Acc = + Zthl [% 22:1 Ai} . In addi-
tion to the Acc metric, we also quantify the amount of for-
getting of old classes as the difference between accuracy at
current step and the maximum obtained before that. This is
. 1 T 1 t—1 t—1 1 ]
given by Fgt = =%, 4 [m > iy max;_; (A — Ai)}
To determine the significance in performance improvement
of our approach over the next-best-performing baseline, we
run paired ¢-test on the metrics.

Implementation Details All methods are implemented in
PyTorch (Paszke et al. 2019) and trained on NVIDIA V100
GPU with 32GB memory. We adopt ResNet-18 (He et al.
2016) as the the network backbone and cosine normalization
(Hou et al. 2019) in the classifier layer. For our approach,
we use the first two residual blocks as the low-level fea-
ture extractor and introduce duplicates of the remaining two
residual blocks at each incremental step. Backbone of all
models are initialized with weights pre-trained on ImageNet
(Deng et al. 2009) and optimized using SGD optimizer with
momentum value of 0.9 and weight decay of 0.0005. We
use batch size of 32 for CCH5000 and HAM10000, and
128 for EyePACS. Details of the hyper-parameters, data pre-
processing, data sampling can be found in our implementa-
tion code at https://github.com/EvelynChee/LO2LN.git.
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Comparative Study

Results on CCHS5000 Table 1 summarizes the results for
the CCH5000 dataset. We see that our proposed approach
outperforms all the baselines for both settings in terms of
Acc and Fgt. Particularly, it is more advantageous under
the setting of 1 new class per step, in which there is an in-
crease of 2.5% in accuracy and a drop of 1.6% in forget-
ting when compared with the next-best-performing baseline.
When trained incrementally with 2 new class per step, our
model shows an improvement in accuracy and forgetting of
0.7% and 0.4% respectively.

Figure 4 compares the performance of all methods at each
incremental step. We see that the gap between our approach
and state-of-the-art methods widens as more classes are in-
troduced. This confirms that our approach is effective in

Setting 1 new class per step 2 new classes per step
Metric Acc Fgt Acc Fygt

iCaRL 91.1+1.8 9.0+3.3 93.0+0.2 6.8+1.0
UCIR 92.0+£1.0 5.5+2.6 93.9+0.3 4.4+£0.9
PODNet | 89.2+0.5 6.0+1.2 92.0+0.3 52404
DER 91.0+£1.7 5.6+1.9 93.0+0.5 6.4+1.4
Ours 94.5+£0.8° 3.9+2.0 | 94.6+04°  4.0+0.8

*Statistically significant improvement with p-value<0.05

Table 1: Results on CCH5000 over three runs. The upper
bound Acc for the setting of 1 and 2 new classes per step,
achieved by keeping all previous training data accessible,
are 96.9% and 97.2% respectively.
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Figure 4: Accuracy and forgetting at each incremental step
on CCHS5000, averaged across three runs.
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Setting 1 new class per step

Metric Acc Fgt

iCaRL 64.4+3.3 17.8+£4.6
UCIR 70.2+7.6 154+11.4
PODNet 63.3£5.4 22.8+4.9
DER 58.7+£9.4 30.2+6.9
Ours 81.9+ 2.5 -0.21+0.8

*Statistically significant improvement with p-value<0.1

Table 2: Results on EyePACS over three runs. The upper
bound Acc for the setting of 1 new class per step, achieved
by keeping all previous training data accessible, is 84.2%.

learning the new while not forgetting the old. Similarly, a
larger improvement is seen for the smaller incremental class
setting (1 new class per step) where our method outperforms
the nearest baseline in terms of final accuracy by 4.4% (from
86.9% to 91.3%) and final forgetting by 2.6% (from 8.1%
to 5.5%). As for the setting of 2 new classes per step, the
performance gap at the final step are 3.1% (from 88.7% to
91.8%) and 2.2% (from 8.2% to 6.0%) respectively.

Results on EyePACS Table 2 shows the performance of
the various methods on the EyePACS dataset where the num-
ber of new classes per step is 1. Our approach achieves sig-
nificant performance improvement over UCIR where Acc is
boosted by 11.7% and F'gt is reduced by 15.6%.

When we compare Tables 1 and 2, we see a general drop
in accuracy and increased forgetting for all the baseline
methods. This is because unlike CCH5000, EyePACS has
a highly imbalanced class distribution, making continually
learning in such skewed datasets more challenging as pre-
dictions could easily bias towards new classes that are heav-
ily over-represented. In spite of this, our approach is able to
overcome such issue with the use of alternate training objec-
tives that focus on the under-represented old classes.

Figure 5 shows the class activation maps obtained using
Grad-CAM (Selvaraju et al. 2017) for the model trained
on the first three classes (3-class model) as well as those
for the various methods after continual learning all the five
classes (5-class model). We observe that the activation maps
of DER and our proposed approach have the most over-
lapped regions with that of the 3-class model, indicating
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Setting 1 new class per step 2 new classes per step
Metric Acce Fgt Acc Fgt
iCaRL 68.3£2.8 253+45 | 76343.1 20.1£12.6
UCIR 74.1£3.1  16.349.1 | 79.1+14 16.8+9.5
PODNet | 66.3+2.3  17.3£4.8 | 75.6+2.2  20.5+2.1
DER 66.9+4.5 247448 | 76.242.8 24.8+10.9
Ours 78.1+34" 10.1+3.9 | 82.0+1.3" 12.843.3

*Statistically significant improvement with p-value<0.05

Table 3: Results on HAM10000 over three runs. The upper
bound Acc for the setting of 1 and 2 new classes per step,
achieved by keeping all previous training data accessible,
are 89.3% and 89.1% respectively.

the effectiveness of dynamically expandable representation
in preserving the old features. However, DER wrongly pre-
dicted both samples of moderate DR as proliferative DR.
This is due to the two-stage learning approach used in DER,
where the classifier is re-initialized and fine-tuned using a
balanced dataset in the second stage. Discarding the previ-
ously learned class weight vectors corresponding to the old
features leads to loss in accuracy and increased forgetting.
We also note that our approach is the only one to attain
a negative forgetting, suggesting that we are able to utilize
newly learned knowledge to improve the classification of
previous classes. Figure 6a shows two samples that are mis-
classified by the 4-class model (already seen classes no DR,
moderate DR, severe DR, and proliferative DR) at ¢=2 and
their corresponding activation maps. After the class mild DR
is introduced at t=3, we observe that the 5-class model fo-
cuses better on the relevant clinical symptoms (small bright
exudates spots) and gives the correct predictions. This sug-
gests that our model realizes the importance of this symp-
tom due to its absence in milder cases and thus, updates its
knowledge on old classes to achieve negative forgetting.

Results on HAM10000 We also compare the performance
of the various methods on HAM10000. Table 3 shows that
our approach outperforms the baselines by a wide margin for
both Acc and Fgt. Again, the improvement over the next
best method is more significant under the setting of 1 new
class per step, where there is an increase of 4.0% in accuracy
and a drop of 6.2% in forgetting.
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Figure 6: Activation maps and predictions on sample images using our model trained at different incremental steps .

Figure 6b shows the activation maps of two dermatofi-
broma samples characterized by central white patches (Za-
ballos et al. 2008). At t=3, the 5-class model receives and
is trained with new data on this class but its activation maps
for these two samples are outside the white patches, indicat-
ing that the model is not focusing on the correct features and
hence misclassifies. In contrast, the 7-class model at t=5 is
able to focus on the relevant regions and improves its pre-
dictions on the previously learned class.

Ablation Study

We analyze the effect of different loss components in our
training objectives. Table 4 shows the results of ablation
study using CCH5000 under the incremental setting of 1
new class per step. Besides the metric Acc, we also report
the average accuracy on samples of classes newly learned
at each incremental step ¢ (i.e., Accpew % Zle Ab)
and those of classes introduced at t=1 (i.e., Accoyq
% Zle A}) since they depict the model’s ability to learn
new concepts and preserve old knowledge respectively.

With all the loss components incorporated, our approach
achieves the highest Acc and the best balance between
AcCpew and Accyq. Removing the margin loss results in the
steepest drop in Acc and Acc,yq, indicating its role in allevi-
ating forgetting. However, it has also resulted in the highest
AcCpew, which demonstrates its impact on learning of new
knowledge. As for L°?, there is a drop in Acceq when it
is not used, suggesting the effectiveness of our alternating
objective functions in preserving old knowledge.

Aside from the loss components, we also analyze the
effect of dynamically expanding the network. We train a
model using the proposed objective functions but without
adding a new high-level feature extractor at each incremen-
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‘ Acc AcCnew Accorq
All 94.5+0.8 96.640.9 94.040.7
Without L°¢ 93.84+1.1 97.94+1.0 92.6+1.1
Without Laua 94.440.7 96.440.6 93.7+0.9
Without Lg;s¢ 93.4+04 96.5+0.6 92.4+0.6
Without Lyarg | 91.8+1.7 98.940.5 89.3+1.5

Table 4: Ablation study on effects of each loss component
using CCH5000 over three runs.

tal step. The Ace, Accpey and Accyq obtained are 91.9%,
96.3% and 90.6%, which corresponds to a drop of 2.6%,
0.3% and 3.4% respectively. The relatively large drop in
Accyyq indicate its importance in preserving knowledge.

Conclusion

In this paper, we proposed a class-incremental continual
learning framework for the medical domain that leverages on
previously learned features to acquire new knowledge. By
utilizing a dynamic architecture with expanding representa-
tions, it is able to retain old features while learning new ones.
We have achieved a good balance in the performance of old
and new classes by alternating the training of the model
using two objectives, with one focused on learning from
new incoming data while the other emphasizing the under-
represented old classes. Experiment results on three med-
ical imaging datasets, including those with highly skewed
distribution, have demonstrated the effectiveness of our pro-
posed approach over state-of-the-art baselines. Future work
includes investigating the need to expand the model when
new classes are introduced and developing a metric to quan-
tify the contribution of adding a feature extractor branch.
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