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Abstract

Topic models have been thoroughly investigated for multi-
ple years due to their great potential in analyzing and un-
derstanding texts. Recently, researchers combine the study
of topic models with deep learning techniques, known as
Neural Topic Models (NTMs). However, existing NTMs are
mainly tested based on general document modeling with-
out considering different textual analysis scenarios. We as-
sume that there are different characteristics to model topics
in different textual analysis tasks. In this paper, we propose
a Conversational Neural Topic Model (ConvNTM) designed
in particular for the conversational scenario. Unlike the gen-
eral document topic modeling, a conversation session lasts
for multiple turns: each short-text utterance complies with a
single topic distribution and these topic distributions are de-
pendent across turns. Moreover, there are roles in conversa-
tions, a.k.a., speakers and addressees. Topic distributions are
partially determined by such roles in conversations. We take
these factors into account to model topics in conversations
via the multi-turn and multi-role formulation. We also lever-
age the word co-occurrence relationship as a new training ob-
jective to further improve topic quality. Comprehensive ex-
perimental results based on the benchmark datasets demon-
strate that our proposed ConvNTM achieves the best per-
formance both in topic modeling and in typical downstream
tasks within conversational research (i.e., dialogue act classi-
fication and dialogue response generation).

Introduction
Topic models are used to discover abstract topics in a series
of documents to understand the latent semantics of a text
corpus (Hofmann 1999; Blei, Ng, and Jordan 2003). With
the recent development of neural networks and generative
models, various neural topic models (NTMs) have been pro-
posed and applied in document classification, retrieval, se-
mantic analysis, etc (Larochelle and Lauly 2012; Dieng et al.
2017; Zhao et al. 2021).

Most existing NTMs are designed for document analysis.
Their main modeling scenarios lie in news articles or social
platform posts (Lang 1995; Li et al. 2016), with less consid-
eration on various other textual analysis scenarios. However,
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we assume that there are different characteristics to model
topics in different textual analysis tasks. For general topic
modeling on long documents, each document is typically
assigned a topic distribution, and words in the document
are iteratively generated based on the distribution (Blei, Ng,
and Jordan 2003; Miao, Grefenstette, and Blunsom 2017;
Dieng, Ruiz, and Blei 2020). For short-text topic model-
ing, since the word co-occurrence information is limited, the
sparsity problem should be considered during topic extrac-
tion (Cheng et al. 2014; Zhu, Feng, and Li 2018; Lin, Hu,
and Guo 2019). While in the conversational scenario, topic
modeling is even more complicated with the following two
unique properties to discover topics: 1) A conversation ses-
sion generally consists of multiple turns of short-text utter-
ances (Zhang et al. 2019; Adiwardana et al. 2020), which
usually follow different topic distributions (Sun, Loparo, and
Kolacinski 2020). A simple operation of utterance concate-
nation as a long document—which is the way of existing
NTMs—leads to the omission of dialogue structural infor-
mation in topic modeling. As a matter of fact, utterances
from different turns are connected and topic distributions are
dependent across turns. 2) There are multiple roles within a
conversation session, speakers and addressees (Holtgraves,
Srull, and Socall 1989). A series of studies indicate that such
roles are essential in keeping the topic consistency and con-
tent coherence within a conversation (Kim and Vossen 2021;
Ma, Zhang, and Zhao 2021). Without the modeling of the
conversational structure with multiple roles, it is likely that
the topic discovery will be compromised due to the missing
consistency and coherence in dialogue understanding.

To this end, we propose a Conversational Neural Topic
Model (ConvNTM) which is in particular designed for the
conversational scenario with the mentioned characteristics
formulated in topic modeling. Specifically, we develop a hi-
erarchical conversation encoder to capture the multi-turn di-
alogue structure. A sequence encoder is utilized to model
the conversation contexts and extract utterance-level repre-
sentations for the role modeling of speakers and addressees.
Then we construct a multi-role interaction graph to model
speaker/addressee information from two perspectives. On
the one hand, different roles hold personalized topic distri-
butions and they need to integrate the intra-speaker informa-
tion in their utterances to determine the current topic. All
utterances from a particular speaker should be consistent on
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the topic distribution to avoid contradictions. On the other
hand, a speaker can decide whether to keep or change the
topic for themselves based on the utterances of other speak-
ers. That is, topic maintenance and switching in a conversa-
tion continue under the inter-speaker interaction. We employ
a graph neural network to reason the speaker graph and in-
tegrate intra-speaker and inter-speaker dependencies among
utterances. The graph encoder and the sequence encoder co-
operate to adequately capture the hierarchical structure of
the conversation. The learned representations of the graph
encoder are incorporated into the topic modeling process.

Considering the structural properties of the conversation,
we make reasonable assumptions on the topic distribution.
First, to prevent confusion from modeling the entire con-
versation with a single topic, we perform fine-grained topic
modeling by assuming that each utterance compiles with a
specific topic distribution. These distributions are mutually
influenced across multiple turns. Additionally, the topic dis-
tribution of each utterance is assumed to rely on both global
and local topic information. We assign each speaker a global
topic distribution as a specific role. Then the local topic in-
formation in each utterance will be extracted and interacted
with the global role information to produce final topic dis-
tribution. Based on the novel graphical model of ConvNTM,
corresponding neural variational inference methods are car-
ried out for model learning. Furthermore, to further improve
topic coherence, we leverage the word co-occurrence infor-
mation as a new training objective, which can be jointly
trained with the original objective of neural variational in-
ference. The ConvNTM that grasps the word co-occurrence
relationship can make related words tend to be clustered into
the same topic, which helps to obtain higher quality topic-
word distributions.

We run experiments based on the public benchmark con-
versational datasets, DailyDialog and EmpatheticDialogues.
Our proposed ConvNTM achieves the best performance on
topic modeling in terms of topic coherence and quality met-
rics, which indicates that ConvNTM has better topic inter-
pretability on the dialogue corpora compared against gen-
eral NTMs. Furthermore, we also conduct experiments on
typical downstream tasks for dialogues based on the dis-
covered topics, including dialogue act classification and re-
sponse generation. The experimental results indicate that
with the help of the topics discovered by ConvNTM, the
performance is prominently boosted compared against the
baselines without topic information and existing topic-aware
dialogue methods.

Our overall contributions are summarized as follows:

• To the best of our knowledge, for the first time, we pro-
pose ConvNTM, the neural topic model in particular de-
signed for the conversational scenario to formulate the
multi-turn structure in dialogues to discover topics.

• Considering the multi-role interactions (speakers and ad-
dressees) in conversations, we perform utterance-level
fine-grained topic modeling and fuse global and local
topic information to determine topic distributions.

• We also leverage the word co-occurrence relationship to
constrain the topic-word distribution, which can be co-

ordinated and jointly trained with the neural variational
inference objective to further improve topic coherence.

Related Work
Topic Model
Topic modeling has always been a catalyst for other research
areas in Natural Language Process (NLP) (Panwar et al.
2020; Jin et al. 2021; Srivastava and Sutton 2016). A classic
statistical topic model is Latent Dirichlet Allocation (LDA),
which is based on Gibbs sampling to extract topics from doc-
uments (Blei, Ng, and Jordan 2003). With the development
of deep generative models, it has led to the study of neu-
ral topic models (NTMs) (Miao, Grefenstette, and Blunsom
2017; Zhu, Feng, and Li 2018; Wang, Zhou, and He 2019).
Variational Autoencoder (VAE) (Kingma and Welling 2013)
is the most widely used framework for NTMs. GSM (Miao,
Grefenstette, and Blunsom 2017) replaces the prior with a
Gaussian softmax function. ProdLDA (Srivastava and Sut-
ton 2017) constructs a Laplace approximation to the Dirich-
let prior. ETM (Dieng, Ruiz, and Blei 2020) shares the
embedding space between words and topics. GNTM (Shen
et al. 2021) adds the document graph into the generative pro-
cess of topic modeling. With the progress of social platforms
(e.g. Microblog and Twitter), application-oriented NTMs
keep pouring out. LeadLDA (Li et al. 2016) considers the
tree structure based on the re-posts and replying relations.
ForumLDA (Chen and Ren 2017) cooperatively models the
evolution of a root post, as well as its relevant and irrelevant
response posts to detect topics. In these posts, people always
discuss a single hot topic. While in our target conversation
scenario, speakers with different roles may switch topics in
multiple turns.

Multi-Turn Dialogue
The simple concatenation of multi-turn dialogue contexts
performs poorly since it makes the latent dialogue struc-
ture ignored. Abundant works suggest that the multi-turn
dialogue requires specific modeling methods (Qiu et al.
2020a,b). Serban et al. devise the hierarchical LSTM to
encode the structure and generate responses. DialoFlow (Li
et al. 2021) is another solution, which views the dialogue
as a dynamic flow and designs three objectives to capture
the information dynamics. Moreover, the speaker feature is
also considered as a pivotal factor in the dialogue. He et al.
incorporate the turn changes among speakers to capture the
fine-grained semantics of dialogue. Gu et al. introduce a
speaker-aware disentanglement strategy to tackle the entan-
gled dialogues and improve the performance of multi-turn
dialogue response selection. Topic-aware models take the
advantage of the related topics to make conversational mod-
eling more consistent. Liu et al. propose two topic-aware
contrastive learning objectives to handle information scat-
tering challenges for the dialogue summarization task. Zhu
et al. propose a topic-driven knowledge-aware Transformer
to deal with the emotion detection in dialogue. We hope that
our ConvNTM can better facilitate the development of topic-
aware methods.
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Figure 1: The model overview of ConvNTM: a) The conversation sequence encoder for modeling the multi-turn conversation
contexts; b) The multi-role graph encoder for formulating the intra-speaker and inter-speaker dependencies; c) The topic mod-
eling module to reconstruct utterance-level BoWs based on the fusion of global and local topic information.

Conversational Neural Topic Model
In this section, we describe the modules and training ob-
jectives of ConvNTM in detail. The model overview of the
ConvNTM is illustrated in Figure 1.

Hierarchical Conversation Encoder
To fully extract semantic information in the multi-turn con-
versation to help topic modeling, we use a hierarchical
framework in which both a sequence encoder and a graph
encoder cooperatively encode the conversation contexts to
better handle cross-utterance dependencies.

Conversation sequence encoder. To capture the multi-
turn structure of the conversation, we employ a sequence
encoder that models the conversation contexts from word
level to utterance level. Suppose that a conversation ses-
sion c has J speakers, and the speaker j has nj utterances:
{u(j)

1 , u
(j)
2 , · · · , u(j)

nj }. The words in the k-th utterance u
(j)
k

are first encoded as e
(j)
k through an embedding layer fe. A

two-layer Transformer encoder ftrm is then used to further
process e

(j)
k and obtain the utterance-level representation

s
(j)
k from the [CLS] token. In order to enhance the contex-

tual relationship among the multi-turn utterances, we feed
the Transformer outputs into a bidirectional LSTM frnn and
a standard self-attention layer fattn successively. Finally, we
denote the learned utterance representations for the speaker
j as {h(j)

1 , h
(j)
2 , · · · , h(j)

nj }. The encoding process for the se-
quence encoder can be formulated as:

e
(j)
k = fe(u

(j)
k ), (1)

s
(j)
k = ftrm(e

(j)
k )[CLS], (2)

s̃
(j)
k = frnn(s

(j)
1 , s

(j)
2 , · · · , s(j)nj

)k, (3)

h
(j)
k = fattn(s̃

(j)
1 , s̃

(j)
2 , · · · , s̃(j)nj

)k. (4)

Multi-role graph encoder. Considering the impact of
speaker information in a conversation, we construct a graph

for the conversation to describe the multi-role interactions.
We denote each utterance representation h

(j)
k as a node,

and the two types of edges between nodes reflect the intra-
speaker and inter-speaker dependencies. First, the individ-
ual roles of each speaker in the dialogue have a signifi-
cant impact on the continuation of the conversation. The
speaker tends to organize what he/she has said in the pre-
vious utterances to determine the topic of the current utter-
ance. Therefore, we consider intra-speaker dependency to
keep the topic consistency and avoid contradictions. For the
speaker j, we add a bidirectional edge between h

(j)
k1

and h
(j)
k2

only if |k1 − k2| ≤ Ks, where Ks indicates the window
size for aggregating contextual utterances from the same
speaker. Second, a speaker will give feedback on the utter-
ance contents from other speakers, and then decide whether
to keep or shift the current topic. It is also necessary to con-
struct the inter-speaker dependency in the graph to simu-
late the dynamic interactions. For two speakers j1 and j2,
we add a bidirectional edge between h

(j1)
kj1

and h
(j2)
kj2

only if
|kj1 − kj2 | ≤ Kc, where Kc indicates the absolute distance
window size of two utterances in the conversation. Taking
Figure 1 as an example, the second speaker has three utter-
ances interspersed with the first speaker’s four utterances.
In this graph, the intra-speaker edges are in grey while the
inter-speaker edges are in black. We utilize a graph convolu-
tion network (GCN) fgcn to update the utterance represen-
tations under the multi-role interaction relations. Therefore,
the learned utterance representation h̃

(j)
k is given by:

h̃
(j)
k = fgcn(h

(j)
k ). (5)

Topic Modeling
Based on the speaker-oriented utterance representations
from the graph encoder, we then introduce our techniques
for topic modeling.

Topic distribution assumption. Given a general docu-
ment, the generative process of existing NTMs is mainly di-
vided into three steps: 1) sample a topic distribution θ for
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a document or each sentence; 2) sample a topic assignment
zt for each word wt from the topic distribution θ; 3) gen-
erate each word wt independently from the corresponding
topic-word distribution βzt . However, a conversation con-
tains multiple turns of utterances, the topics in the utterances
follow their respective topic distributions and are related to
each other. The roles of different speakers also influence
the topic determination. Thus, we need to adapt the origi-
nal assumptions on the topic distribution according to the
unique properties of the conversation. Specifically, we as-
sume that each speaker j in the conversation session c holds
a global topic information θ

(j)
c , and each utterance k has lo-

cal topic information θ
(j)
k , which is fused with the corre-

sponding global topic to determine the eventual topic distri-
bution θ̃

(j)
k .

NTM framework. We process the nj utterances of
each speaker j into bag-of-words (BoW) representations:
{x(j)

1 , x
(j)
2 , · · · , x(j)

nj }, where x
(j)
k is a |V |-dimensional

multi-hot encoded vector for the k-th utterance and V is the
BoW vocabulary. Note that each g∗ mentioned below repre-
sents a multilayer perceptron (MLP). We first normalize the
BoW vector x(j)

k and then use gx to extract the representa-
tion x̃

(j)
k :

x̃
(j)
k = gx(

x
(j)
k∑|V |

v=1(x
(j)
k )v

). (6)

In order to introduce multi-role interactions into topic mod-
eling, we concatenate x̃(j)

k with the node representation h̃
(j)
k

given by the graph encoder. Then, we obtain the local topic
information θ

(j)
k of the utterance through gs:

θ
(j)
k = gs(x̃

(j)
k ⊕ h̃

(j)
k ). (7)

Next, all the utterances of each speaker j are integrated to
derive the global speaker-aware representation h

(j)
c , which

can be used to estimate the prior variables µ(j)
c and log σ

(j)
c

via two separate networks gµ and gσ:

h(j)
c = tanh

(
nj∑
k=1

gc(x̃
(j)
k ⊕ h̃

(j)
k ) · θ(j)k

)
, (8)

µ(j)
c = gµ(h

(j)
c ), log σ(j)

c = gσ(h
(j)
c ). (9)

With the reparameterisation trick (Kingma and Welling
2013), we can sample a latent variable z(j)c ∼ N (µ

(j)
c , σ

(j)
c ).

Then we use gθ to generate the global topic distribution θ
(j)
c :

θ(j)c = softmax(gθ(z(j)c )). (10)
Finally, we can use gf to fuse local and global topic infor-
mation to derive the eventual topic distribution θ̃

(j)
k :

θ̃
(j)
k = gf (θ

(j)
k ⊕ θ(j)c ). (11)

Assuming that the number of topics is K, all the above topic
distributions are K-dimensional vectors. To reconstruct the
BoWs for each utterance in the conversation, we leverage
a weighted matrix β ∈ RK×|V | to represent K topic-word
distributions. The reconstructed utterance BoW can be de-
rived as:

x̂
(j)
k = softmax(θ̃(j)k β). (12)

Generative process. Based on the above definitions, we
summarize the generative process of ConvNTM as follows.

1. For each speaker j in the conversation session c:

i) Sample the latent variable z
(j)
c ∼ N (µ

(j)
c , σ

(j)
c );

ii) Draw θ
(j)
c = softmax(gθ(z

(j)
c )) as the global topic

distribution.
2. For each utterance u

(j)
k of the speaker j:

i) Draw θ
(j)
k as the local topic information;

ii) Draw θ̃
(j)
k by fusing θ

(j)
c and θ

(j)
k ;

iii) For each word w in the utterance u
(j)
k : draw w ∼

softmax(θ̃(j)k β).

The Joint Training Objective
Neural variational inference objective. Under the gen-
erative process of ConvNTM, the marginal likelihood of the
conversation session c is decomposed as:

p(c|µ, σ, β) =
J∏

j=1

∫
θ
(j)
c

p(θ(j)c |µ(j)
c , σ(j)

c )

·

(
nj∏
k=1

∏
w

p(w|β, θ(j)c )

)
dθ(j)c . (13)

Inspired by the success of VAE-based NTMs (Miao, Grefen-
stette, and Blunsom 2017; Dieng, Ruiz, and Blei 2020), we
also employ a VAE framework for the utterance-level BoW
reconstruction process. The posterior global topic distribu-
tion p(θ

(j)
c ) for each speaker j can be approximated by the

inference network q(θ
(j)
c |µ(j)

c , σ
(j)
c ). We can formulate pa-

rameter updates from the variational evidence lower bound
(ELBO). From the perspective of ELBO, the training ob-
jective for the log-likelihood of the conversation consists of
two terms. The first term is to minimize the cross entropy
between the input normalized BoW and reconstructed BoW,
and the second Kullback–Leibler (KL) divergence term is to
minimize the distance between the variational posterior and
true posterior of latent variables. This part of the training
loss can be formulated as:

L(j)
c =− E

q(θ
(j)
c |µ(j)

c ,σ
(j)
c )

(
nj∑
k=1

∑
w

log p(w|θ(j)c , β)

)
+wkl ·DKL(q(θ

(j)
c |µ(j)

c , σ(j)
c )||p(θ(j)c )), (14)

where wkl is the hyper-parameter for the weight of the KL
term.

Controllable word co-occurrence objective. In addition
to the ELBO commonly used in general NTMs, we further
leverage the word co-occurrence information of the training
corpus to improve the topic quality. For the topic-word dis-
tribution matrix β ∈ RK×|V |, its i-th row represents a multi-
nomial distribution on the i-th topic over the vocabulary V .
We expect that the top words in each topic are highly cor-
related and tend to co-occur in the same real conversations.
Thus, we count the co-occurrence frequencies of all word
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pairs in all conversations in the training corpus, and con-
struct a co-occurrence matrix M ∈ R|V |×|V |. Next, we add
such a constraint on β, which can be described as the fol-
lowing loss:

Lco = −
|V |∑

w1=1

|V |∑
w2=1

Mw1,w2
log(βTβ)w1,w2

. (15)

Intuitively, we make the β-derived matrix as close as possi-
ble to the reference co-occurrence matrix M . We set a target
co-occurrence distance as dco, and then design a controllable
weight wco for the trade-off between Lc and Lco. Suppose
that there are C conversations in the training set, the overall
training loss of ConvNTM is given by:

L = (1− wco)
C∑

c=1

J∑
j=1

L(j)
c + wcoLco. (16)

The controllable factor wco is dynamically adjusted as:

wco =


0, Lco ≤ dco,

min

(
1,

Lco − dco
Wco

)
, Lco > dco,

(17)

where Wco is another hyper-parameter of the correcting fac-
tor for the proportional signal.

Experiments
Experimental Setup
Datasets. We conduct the experiments on two widely
used multi-turn dialogue datasets, DailyDialog1 and Empa-
theticDialogues2. DailyDialog (Li et al. 2017) totally con-
tains 13,118 high-quality open-domain daily conversations,
and covers various topics about daily life. It has 7.9 av-
erage speaker turns per conversation, and each speaker
has enough utterances for multi-turn modeling. We use
the official splits, i.e., 11,118/1,000/1,000. EmpatheticDia-
logues (Rashkin et al. 2019) contains about 25k personal
conversations with rich emotional expressions and topic sit-
uations. Speakers discuss emotional topics and tend to inter-
act with empathy. We also employ the official splits data, i.e.
19,533/2,770/2,547 for train/val/test respectively.

Evaluation metrics. To evaluate the quality of topics gen-
erated by topic models, we adopt topic coherence (TC)
and topic diversity (TD) metrics. TC measures the seman-
tic consistency of top words within each topic. A higher
TC metric indicates more relevant keywords within each
topic and better topic interpretability. Following the pre-
vious work (Shen et al. 2021), we choose two TC mea-
surements, CV and normalized pointwise mutual informa-
tion (NPMI), to provide a robust evaluation. The NPMI of
the word pair (wi, wj) is calculated as equation (18). CV
score stands for a widely used Content Vector-based coher-
ence metric, adopted by (Röder, Both, and Hinneburg 2015).

1http://yanran.li/dailydialog
2https://github.com/facebookresearch/EmpatheticDialogues

Both of these TC metrics can be obtained in the gensim li-
brary (Rehurek and Sojka 2011). TD measures the diver-
sity across different topics. It is defined as the percentage
of unique words among the top words. A higher TD metric
indicates more topic variability. Pursuing either a high TC
value or a high TD value independently does not guarantee
the topic quality. Inspired by (Dieng, Ruiz, and Blei 2020),
we regard CV as the TC score and measure the topic quality
score (TQ) as the product of TC and TD.

NPMI(wi, wj) =
log

p(wi,wj)+ϵ
P (wi)P (wj)

− log(p(wi, wj) + ϵ)
. (18)

Baselines. We compare our model with the mainstream
and state-of-the-art topic models as baselines. The base-
lines include: 1) LDA (Blei, Ng, and Jordan 2003), the most
representative statistical topic model using Gibbs sampling;
2) GSM (Miao, Grefenstette, and Blunsom 2017), a VAE-
based NTM introducing Gaussian softmax for generating la-
tent variables; 3) ProdLDA (Srivastava and Sutton 2017), an
NTM constructing Laplace approximation to the Dirichlet
prior; 4) ETM (Dieng, Ruiz, and Blei 2020), an NTM pro-
jecting topics and words into the same embedding space; 5)
GNTM (Shen et al. 2021), a recent NTM designing a docu-
ment graph and introducing it into the generative process of
topic modeling. For all baselines, we employ their officially
reported parameter settings.

Implementation details. For the multi-role interaction
graph, we set the window sizes Ks and Kc to 2. The BoW
dictionary size is set to 6,500 in DailyDialog and 7,533 in
EmpatheticDialogues. The embedding size and hidden size
of the Transformer, LSTM and GCN are all set to 64. For the
loss function, wkl and Wco are set to 0.01 and 0.05, while the
value of dco is determined by the number of topics and the
dataset. In our main results, dco is recommended to be set to
32 in DailyDialog and 31.375 in EmpatheticDialogues. The
training process has 100 epoches using the Adam optimizer
with the base learning rate of 0.001. We implement the ex-
periments on a Nvidia A40 GPU.3

Main Results
For all baselines, one conversation is treated as one docu-
ment for topic modeling. Here we set the number of topics
to 20, and analyze the impact of the number of topics later.
To properly evaluate the learned topics, we follow the previ-
ous works (Kim et al. 2012; Shen et al. 2021) and select the
top 10 words with the highest probability under each topic as
the representative word list to calculate topic quality metrics.
The comparison results are available in Table 1. Our Con-
vNTM outperforms all baselines on two TC metrics (i.e. CV
and NPMI) on two datasets, which indicates that with the
help of formulating the specific multi-turn and multi-role in-
formation in the conversation, the topics discovered by Con-
vNTM have the best topic interpretability. GNTM achieves
the highest on TD, while ConvNTM is slightly behind. This
reason may be that GNTM generates words and edges based

3Our code and data are available at https://github.com/ssshddd/
ConvNTM.
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Dataset DailyDialog EmpatheticDialogues
Method TD CV NPMI TQ TD CV NPMI TQ
LDA 0.390 0.4308 -0.0083 0.1680 0.510 0.4230 0.0011 0.2158
GSM 0.445 0.4931 -0.0040 0.2194 0.530 0.4486 0.0055 0.2378
ProdLDA 0.720 0.5363 -0.0007 0.3861 0.736 0.4610 0.0173 0.3393
ETM 0.690 0.5688 0.0364 0.3925 0.713 0.4690 0.0130 0.3342
GNTM 0.810 0.5916 0.0588 0.4792 0.812 0.4809 0.0289 0.3905

ConvNTM 0.750 0.6542 0.0831 0.4907 0.790 0.5136 0.0495 0.4057

Table 1: Comparison results of topic quality on DailyDialog and EmpatheticDialogues.

on topics at the same time, which may indirectly increase the
sparsity among topic proportions. ETM and ProdLDA also
have moderate TC metrics, but their TD is relatively low,
which is prone to generate redundant topics on the conver-
sation dataset. Comprehensively considering the impact of
TC and TD, our ConvNTM which integrates multiple turns
and speaker roles can achieve state-of-the-art performance
on the TQ score.

Ablation Study
In order to verify the effectiveness of key modules of our
model, we compare ConvNTM with the following four
model variants: 1) ConvNTM (w/o contexts) removes the
conversation sequence encoder used to model multi-turn di-
alogue contexts; 2) ConvNTM (w/o graph) removes the
multi-role graph encoder used to model interactions between
speakers; 3) ConvNTM (w/o speaker) sets the number of
speakers to 1 that completely ignores the effect of the roles;
4) ConvNTM (w/o Lco) remove the loss term Lco for the
word co-occurrence objective.

Table 2 shows the comparison results of these different
ablation methods on DailyDialog. Compared with the full
model, both ConvNTM (w/o contexts) and ConvNTM (w/o
graph) decrease on TC and TD, indicating that both the
multi-turn context structure and multi-role interaction infor-
mation of the conversation have a significant impact on the
topic quality. The performance of ConvNTM (w/o speaker)
is further degraded when the speaker’s role is not modeled
and the utterances in the conversation are treated as sen-
tences in the general document. This reflects the superior-
ity of ConvNTM over general NTMs for topic modeling on
the unique properties of the conversation. In addition, when
removing the word co-occurrence training objective, Con-
vNTM (w/o Lco) improves slightly on TD, while it drops
more significantly on TC, making the overall topic quality
worse. It means that considering word-occurrence informa-
tion can help improve the coherence and interpretability of
learned topics.

Analysis on Discovered Topic Examples
We also perform a qualitative analysis on discovered topics,
comparing ConvNTM and the strong baseline GNTM. Fig-
ure 2 shows several representative topics learned by Con-
vNTM and GNTM. We display the top 10 words under each
topic per line. For our ConvNTM, we can see that the top

Method TD TC NPMI TQ

ConvNTM (w/o contexts) 0.715 0.6240 0.0619 0.4462
ConvNTM (w/o graph) 0.705 0.6282 0.0657 0.4429
ConvNTM (w/o speaker) 0.650 0.6099 0.0548 0.3964
ConvNTM (w/o Lco) 0.780 0.6237 0.0645 0.4865

ConvNTM 0.750 0.6542 0.0831 0.4907

Table 2: Ablation results for ConvNTM on DailyDialog.

Figure 2: Visualization of an example for discovered topics
(one topic per line). Repeated words are in bold.

words in each line have strong associations and focus on a
certain topic. This means that each learned topic has good
internal coherence. The selected 4 topics can be summarized
as food, family & friends, work, and traffic accidents. Mean-
while, ConvNTM has fewer repeated words, indicating less
redundancy in the learned topics. While for GNTM, these
topic words are mixed together, and some non-topic words
are repeated in different topics. For instance, “people” are
shown in multiple topics, and “work” and “family” appear
in the same topic in GNTM, which destroys the topic diver-
sity, coherence and interpretability.

Analysis on Number of Topics
Since the number of topics is an important factor of the
topic model, we compare the topic quality performance of
ConvNTM and several strong baselines. We set the vary-
ing number of topics from 10 to 100, and the comparison
results are shown in Figure 3. Our ConvNTM achieves the
highest TC and TQ under all number of topics, which in-
dicates the robustness of our method on topic quality. All
models have high topic quality when the number of topics
is between 20 and 50. When the number of topics exceeds
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Figure 3: Comparison results of the varying number of topics on DailyDialog.

Method Accuracy
JAS 75.9
DAH-CRF+MANUALconv 86.5
DAH-CRF+LDAconv 86.4
DAH-CRF+LDAuttr 88.1
STM 87.1
STM+GNTM 87.2

STM+ConvNTM 88.9

Table 3: Comparison results of topic-aware models for the
dialogue act classification task on DailyDialog.

50, TC tends to be stable or slightly decreases, and TD de-
creases significantly. ConvNTM can achieve the highest TD
when the number of topics is large, and hold the best topic
quality under any number of topics.

Downstream Tasks
The essence of topic modeling is an unsupervised learning
process for latent semantic structure, and we expect that not
only ConvNTM can achieve state-of-the-art topic quality,
but we can leverage the topic information learned by Con-
vNTM to help improve downstream dialogue tasks. Here,
we take dialogue act classification and response generation
as examples to verify that ConvNTM is helpful for improv-
ing both classification and generation tasks. Specifically, we
choose GNTM as a strong baseline and respectively add
topic information learned by GNTM and ConvNTM into
topic-aware models for comparison.

We use different topic extraction approaches for different
tasks. For dialogue act classification, we borrow the frame-
work of (He et al. 2021b) (named STM), which utilized topic
labels for each utterance when modeling speaker turns. We
extract the topic labels using our ConvNTM and GNTM for
comparison, and replace original topic labels with them. We
also compare other topic-aware models in this task includ-
ing JAS (Wallace et al. 2013) and DAH (Li et al. 2019). The
comparison results on DailyDialog are shown in Table 3.
This indicates that ConvNTM can indeed help improve this
task and it performs better than all topic-aware baselines and

Method PPL ↓ BLEU-1 ↑ Distinct-1 ↑
HERD 41.38 6.40 4.42
TA-Seq2Seq 38.98 15.84 6.79
DAWnet 39.36 16.90 7.78
THERD+LDA 36.46 18.26 7.90
THERD+GNTM 36.68 18.53 8.26

THERD+ConvNTM 34.14 20.14 8.79

Table 4: Comparison results of topic-aware models for the
dialogue response generation task on DailyDialog.

GNTM. For dialogue response generation, we borrow the
framework of THERD (Dziri et al. 2019), which proposes
a topical hierarchical recurrent framework for multi-turn re-
sponse generation. THERD utilizes LDA to extract the top
100 topic words for each conversation. Here LDA can be di-
rectly replaced by GNTM to extract topic words. While for
our ConvNTM, we first label all the utterances of a conver-
sation, and then extract the top 100 words with the highest
probability under these topics. We also compare other topic-
aware models in this task including HERD (Serban et al.
2016b), TA-Seq2Seq (Xing et al. 2017) and DAWnet (Wang
et al. 2018). The comparison results on DailyDialog are
shown in Table 4. THERD+ConvNTM can achieve better
performance than all topic-aware baselines and GNTM on
multiple metrics.

Conclusion
In this work, we propose the first Conversational Neural
Topic Model (ConvNTM) specifically for the conversation
scenario. We develop a hierarchical conversation encoder
to capture the multi-turn dialogue structure. Considering
the impact of roles of different speakers in a conversation,
we construct a multi-role interaction graph to formulate the
intra-speaker and inter-speaker dependencies. We then per-
form utterance-level fine-grained topic modeling by fusing
global and local topic information. Furthermore, we lever-
age the word co-occurrence relationship as a new training
objective, which can be jointly trained with the neural varia-
tional inference objective and further improve topic quality.
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