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Abstract

In this paper, we move towards combining large parametric
models with non-parametric prototypical networks. We pro-
pose prototypical fine-tuning, a novel prototypical framework
for fine-tuning pretrained language models (LM), which auto-
matically learns a bias to improve predictive performance for
varying data sizes, especially low-resource settings. Our pro-
totypical fine-tuning approach can automatically adjust the
model capacity according to the number of data points and the
model’s inherent attributes. Moreover, we propose four prin-
ciples for effective prototype fine-tuning towards the optimal
solution. Experimental results across various datasets show
that our work achieves significant performance improvements
under various low-resource settings, as well as comparable
and usually better performances in high-resource scenarios.

Introduction

Pretrained language models (LM) have achieved substan-
tial success on a variety of NLP applications (Brown et al.
2020). Their high discriminative power is partly attributed
to a weak inductive bias, which poses little constraints on
the model expressivity, but leads to potential overfitting and
local optimum, especially in low-resource settings (McCoy,
Pavlick, and Linzen 2019; Belinkov, Henderson et al. 2021;
Feldman 2020). On the other hand, non-parametric models,
such as prototypical networks (Snell, Swersky, and Zemel
2017; Yang et al. 2018; Shao et al. 2017), introduce strong
inductive biases and explicitly model the inter-class and
intra-class relations within the data, which is especially use-
ful when training data is limited. These methods are promis-
ing for improving generalization and increasing sample effi-
ciency (Snell, Swersky, and Zemel 2017; Allen et al. 2019).
However, as strong inductive biases restrict the hypothesis
set of function approximators, these models introduce false
assumptions that may limit the expressivity of models as the
number of data points increases (Baxter 2000).

In this paper, we move towards combining large para-
metric models with non-parametric prototypical networks
so that we automatically learn a bias to improve predictive
performance on varying sizes of datasets, especially for

“Work done during an internship at Microsoft Research Asia.

TXiting Wang is the corresponding author.
Copyright © 2023, Association for the Advancement of Artificial
Intelligence (www.aaai.org). All rights reserved.

12968

low-resource settings. Achieving this goal is non-trivial due
to two major challenges. First (adaptation), how to intro-
duce prototype modeling into large-scale language models
to jointly ensure superior performances under low-resource
scenarios while mitigating the over-reliance of prototype
learning on strong inductive biases? Second (capacity),
different datasets have diverse levels of complexity, thus
requires different volumes of prototypes and parameters
to properly represent the data distribution (Mettes, van der
Pol, and Snoek 2019). Choosing model capacity generally
requires heuristics and knowledge about the data distribu-
tion (Allen et al. 2019). How to determine the number of
prototypes automatically by jointly considering complexity
of the data distribution and the model’s inherent attributes to
ensure robust performances on datasets with varying sizes?

To solve these two challenges, we propose Prototypical
Fine-tuning (PFit). Our method represents the data within
each class as a set of prototypes, each modeled as a mixture
component, while learning the number of components auto-
matically based on the model capacity and the complexity of
data distribution. At the initial stage of training, our method
is equivalent to ProtoNet (Snell, Swersky, and Zemel 2017),
which ensures a high-quality initialization of the prototypes
and facilitates convergence towards a globally optimal
solution. As training proceeds, PFit chooses from fitting
each new example with existing prototypes or initiating a
new prototype based on the data point, according to whether
the example is in-distribution. We allow the number of
prototypes to grow and shrink dynamically with respect to
the data complexity. In all, our method ensures a hypothesis
space large enough for viable solutions to the tasks being
learned (Baxter 2000), but small enough for generalization.
Thus, our method is well-suited for both data-scarce and
data-rich tasks, especially offering substantial performance
gain under low-resource scenarios. The contributions of this
paper are summarized as follows:

1) We propose Prototypical Fine-tuning (PFit), a novel
prototypical method for fine-tuning pretrained language
models by integrating the strengths of bayesian non-
parametrics with parametric pretrained LMs, leading to su-
perior predictive performance under varying data sizes.

2) We propose four principles for effectively leveraging
non-parametric methods , which are mixture prototype ini-
tialization, infinite mixture prototype creation, adaptive pro-



totype refinement, and dynamic diversity regularization, so
that our method maintains a compact set of prototype em-
beddings conducive to its decision-making;

3) We conduct extensive experiments and show that
PFit achieves considerable performance improvements un-
der varying data sizes, as well as comparable or better per-
formances for high-resource settings.

Related Work

Prototypical Learning

Prototypical Learning (Mettes, van der Pol, and Snoek
2019; Snell, Swersky, and Zemel 2017; Oreshkin,
Rodriguez Lépez, and Lacoste 2018) is closely related
to metric learning (Goldberger et al. 2004; Oh Song et al.
2016) and case-based reasoning (Li et al. 2018; Kim,
Rudin, and Shah 2014; Kolodner 1992). It has been used
for improving model interpretability (Li et al. 2018; Chen
et al. 2019) and few-shot classification (Snell, Swersky, and
Zemel 2017; Gao et al. 2019). Most existing works combine
bayesian non-parametrics with representation learning and
learn a single prototype for each class (Vinyals et al. 2016;
Snell, Swersky, and Zemel 2017), based on the uni-modality
assumption of embedded class examples. As an extension,
multi-modal methods (Hjort et al. 2010; Rasmussen 1999;
Mensink et al. 2013; Ackerman and Dasgupta 2014) assume
an infinite number of mixtures, but only a finite number
are used to generate the data. In particular, infinite mixture
prototype (IMP) (Allen et al. 2019; Kulis and Jordan 2012)
adaptively fits the data distribution through a varied number
of clusters for each class. Notably, existing works lack an
efficient mechanism to be dynamically scaled on datasets
with varying sizes.

Low-Resource

Due to the cost of acquiring high-quality labeled data, re-
searchers have been working on improving model perfor-
mances under low-resource settings. A special case is few-
shot learning (Wang et al. 2021; Tsimpoukelli et al. 2021;
Perez, Kiela, and Cho 2021) in which data is severely lim-
ited. Earlier works address data sparsity through large unla-
beled datasets (Gunel et al. 2020; Artetxe et al. 2018), data
augmentation (Salamon and Bello 2017; Fadaee, Bisazza,
and Monz 2017), or the removal of redundant information
in the pretraining representation (Belinkov, Henderson et al.
2021). These methods usually introduce extra data or auxil-
iary models that increase the computational cost. Moreover,
these works are usually designed for specific low-resource
settings, but cannot robustly scale to larger datasets with per-
formance guarantee (Zaken, Ravfogel, and Goldberg 2021).
In this work, we propose a non-parametric method suited for
both low- and high- resource scenarios that achieves partic-
ularly superior performances under the former settings.

Method

In this section, we first introduce the general workflow for
fine-tuning language models. Then, we present the proposed
approach PFit and show how it achieves superior perfor-
mances under varying data sizes.
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Problem Statement

Input The input for fine-tuning is a labeled dataset D =
{(xi,y:)},, where each example z; € X is an input text
sequence, and y; € {1,...,C} is the ground-truth label.
Output The outputs consist of 1) P(y | x;), the prediction of
each example ;; 2) the fine-tuned model f,(-) : X — R¢
that maps an input sequence to a probability distribution over
C classes.

Prototypical Fine-tuning

Pretrained language models are fine-tuned in a fully para-
metric way (Wu et al. 2022a). The inference is conducted in
a case-by-case manner by computing P(y | x;). This way,
performances of LMs predominantly stem from their large-
scale parameters, whereas they do not explicitly leverage the
class distribution and instance-level similarity among train-
ing examples, which is especially useful when data is lim-
ited.

To alleviate this problem, we explicitly model the inter-
class and intra-class relations by introducing prototypes,
which are embeddings in the same metric space as fg(z;)
that abstracts the essential semantics of multiple z;’s (Snell,
Swersky, and Zemel 2017). In our case, we learn a compact
set of prototypes p1~x from D that serves as references for
model prediction. We split the inference into two compo-
nents: 1) prototype prediction of each p; conditioned on
the entire training set D; 2) prototype importance that mea-
sures the compatibility between each py and z;.

K
P(y |2:,D) =Y Ply|prD) P |z:) (1)

Prototype
Prediction

Prototype
Importance

When infering on a new unclassified exemplar, prototypical
networks calculates joint prediction probability P(y | z;, D)
and efficiently adapts existing prototypes to the new data
rather than deriving answers from scratch. Under this formu-
lation, prototypical networks focus on critical aspects of the
data distribution and filter irrelevant or noisy features that
are detrimental to their decision-making (Kolodner 1992)
better at finding a globally optimal solution.

Prototypical Network Under the prototypical learning
paradigm, each z; is encoded into a D-dimensional feature
vector fg(z;) € RP and matched against a set of prototypes
Pk in a learned latent space according to some distance met-
ric d(+, -). The importance of prototype pj, with respect to x;
is measured by:

P(pr | 2:) oc exp(—d(fy(xi), pr)) 2

where d(-, ) is usually taken as the squared L2 distance. Pro-
totypical methods (Snell, Swersky, and Zemel 2017) calcu-
late the prototype of each class c as the averaged embedding
of D. € D, or the support data within class c:

. > folw)

= Df
‘ C| (zi,y:) €D,
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Figure 1: Our proposed PFit framework. During fine-tuning, the prediction of each example x; is given by individual predictions
of prototypes weighted by their distance to f(z;). PFit is able to dynamically add or prune prototypes, depending on whether

existing prototypes can characterize the distribution of data.

Prediction is conducted by calculating the distance from
fo(z;) to each prototype vector.

exp(—d(fs(zi),Pc))
> exp(—d(fy(wi), Per))

Our PFit Framework Our goal is to learn a Prototypical
Fine-tuning (PFit) network with robust performances un-
der both low- and high-resource settings. The training pro-
cedure is detailed in Alg. 1. Compared with a transformer-
based model, PFit contains an additional prototype learning
module P that can flexibly adjust the capacity of its proto-
type embeddings py according to the data distribution. Our
proposed PFit framework can be easily built on top of any
backbone pretrained LMs. It pursues 4 approaches for ro-
bustness and expressivity under varying data sizes:

1) Mixture Prototype Initialization. We leverage the high-
level semantic and linguistic features in pretrained represen-
tations to initialize the prototypes for faster convergence;

2) Infinite Mixture Prototype Creation. We extend infinite
mixture prototype (Allen et al. 2019) to flexibly capture the
complexity of the distribution. The prototype embeddings
are fine-tuned along with the pretrained model in a data-
driven manner;

3) Adaptive Prototype Simplification. To improve gener-
alization and efficiency, we leverage simple inductive biases
and maintain a compact set of prototypes that sufficiently
represent the data distribution.

4) Dynamic Diversity Regularization. We dynamically en-
force diversity among prototypes to ensure the expressivity
and efficiency of our prototypical framework.

Ply =c|zi) =

“

Mixture Prototype Initialization At the start of training,
a simple yet strong inductive bias can ensure robust general-
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ization since the amount of data is relatively limited (Snell,
Swersky, and Zemel 2017). Previous studies have shown
that transformer models encode high-level semantic and lin-
guistic features in their representations (Tenney, Das, and
Pavlick 2019; Jawahar, Sagot, and Seddah 2019; Hao et al.
2020; Guan et al. 2019), leading to superior performances in
various downstream tasks (Yang et al. 2022b; Jin et al. 2022;
Yang et al. 2022c). Therefore, we propose mixture proto-
type initialization to leverage the rich semantics in the sen-
tence representations (Yang et al. 2022a). Before fine-tuning
starts, for each class ¢, we randomly sample a subset of n
examples with label ¢, and aggregate their fy(z;) with ¢

frozen:
pe = Aggr([fo(z1), - -, fo(an)]) (5)

In our case, we choose mean pooling as the aggregate
function. We derive an initial set of C' prototypes for all
classes. Mixture prototype initialization is analogous to Pro-
toNet (Snell, Swersky, and Zemel 2017) and assumes that
the classes form uni-modal clusters. Such initialization can
empower the prototypes with the semantics of transformer
word representations with little computational cost. Mean-
while, it does not require extra parameters or training, only
the intrinsic features of language models.

Infinite Mixture Prototype Creation As the training pro-
ceeds, existing prototype embeddings become less capable
of assimilating new data points. Higher capacity is required
to model the growing data complexity. A straightforward
remedy is to directly create a set of K prototypes and au-
tomatically learn meaningful representations from the train-
ing data. However, such method is largely subject to the
choice of model capacity, either underfitting or overfitting
the data (Snell, Swersky, and Zemel 2017; Ren et al. 2018).



Second, in practice, this method usually yields highly sim-
ilar prototypes (Ming et al. 2019) which hampers the ex-
pressivity of the prototype module and leads to sub-optimal
convergence.

Motivated by (Allen et al. 2019), we seek informative
samples from the training data that contribute to the diversity
of the prototypes and the expressivity of the fine-tuned mod-
els. Let P¢ be the set of prototypes under class c. For each
example z; € D, if the minimum distance between f(z;)
and any prototypes in P¢ exceeds a threshold A, a new pro-
totype is created based on fy(z;). The threshold distance A
is given by:

(0%

i)

1+ 2

o

where o is the cluster variance that is learned jointly with
¢. p measures the standard deviation for the base distribu-
tion from which the cluster means are sampled. « is a hy-
perparameter that controls the concentration of clusters in
the Chinese Restaurant Process (Wang and Blei 2009). This
way, our approach can choose between fitting simple data
distribution with low capacity and complex distribution with
high capacity. As a further extension, we only allow the cre-
ation of prototypes after being fine-tuned for a certain num-
ber of steps. This way, the initial C' prototypes are suffi-
ciently trained along with ¢ so that meaningful prototypes
can be created. For computational and storage efficiency, we
restrict the size of prototypical networks to | Pyqz|-

A= 20log ( (6)

Prediction During fine-tuning, language models classify
new examples by applying an MLP on the word represen-
tations. PFit instead directly learns a distribution over all C'
classes for each pj. During fine-tuning, PFit learns a distri-
bution over all C classes for each pj. Specifically, each py
directly correlates with a learnable vector 1, € R, which
gives a probability distribution over all C classes:

P(y = ¢ | pg, D) = softmax.(lke); Ik = [lk1,---, lk,c(]7)
During initialization, for each newly created prototype py,
liy,» the value in 1; that corresponds to the ground-truth
class y;, is initialized to 3, a positive real number. The value
for all other classes Iy c,c € {1,...,C}\y; are initialized
to —f. During fine-tuning, 1; is optimized together with
its corresponding py in a data-driven manner. In order to
keep the predicted label constant, I, ,,, which corresponds
to the ground-truth class y;, is constrained in [0, +-00). Pre-
dictions for other classes are constrained in (—oo, 0]. Com-
pared with existing prototypical approaches which usually
use a constant value for prototype predictions, our method
can achieve superior expressivity.

The prototype importance z; j, is given by the normalized
Gaussian density:

N Zi); , O
P(pk | i) = zip = o(ai) pk k)
o N(fo(zi)iPr, ow)
The joint probability of p; predicting class c is given by
Eq. 1. Intuitively, our model is analogous to a retrieval sys-
tem or an attention-based model (Vaswani et al. 2017), in

®)
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Algorithm 1: Prototypical Fine-tuning
Input: D = (z;,y;), where each y; € {1,...,C}
Output: prototypes pj and the classification of each exam-
ple P(y | pi~k, i)
1: Perform Mixture Prototype Initialization
2: for minibatch B, € D do

3:  Perform Infinite Mixture Prototype Creation and
estimate \ according to Eq. 6

4. for z; € B, do

5:

6: for ke {l,...,K} do

7: {Compute the distance from z; to
all existing prototypes}

8: Calculate d; , = d(fs(x;),pr) for pp € PYi,
and d; j = +o0 for py, ¢ PYi

9: end for

10: if ming di,k > A then

11: Create the K + 1-th prototype px41 using
fo(z;); Increment K by 1

12: end if

13:  end for

14: if ming de > A\ then

15: Create the K + 1-th prototype px 41 using fg(x;);

Increment K by 1
16:  end if
17: end for

which a query example is mapped against a set of key-value
pairs. The weight assigned to each value is computed by a
compatibility function between the query and each key. The
prediction result is a linear combination of values weighed
by the compatibility between the query example f,(z;) and
existing prototypes pi € P.

Adaptive Prototype Simplification Simple inductive
biases usually imply robust generalization to varying
datasets (Baxter 2000). To improve generalization and ef-
ficiency, we propose adaptive prototype simplification to en-
sure that a compact set of prototypes sufficiently represent
the data distribution. As prototypes are created with exam-
ples that are sufficiently distinct from existing prototype em-
beddings, a minority of prototypes may be created by out-
liers that are rarely observed in the training data. These pro-
totypes may fail to generalize to new data and are likely to
introduce noisy features or spurious correlations. To deter-
mine unimportant prototypes, a simple way is to calculate
the average prototype importance z; 3 in Eq. 8 between each
pr and fs(x;) in the training set. This leads to two poten-
tial issues: 1) acquiring fy(z;) and calculating z; ,, among
fo(z;) and py (Eq. 8) requires O(N|Py,qz|), both of which
are computationally expensive. 2) a direct remedy is to store
all z; j calculated during training and use them during sim-
plification. However, the actual value of z; j is constantly
changing, as f4(z;) and ¢ are continuously updating.

To solve the above two challenges, we introduce a sliding
window of length &, which records all z; 5,7 € [T — 6,7 at
any training step 7'. Upon prototype simplification, we prune
prototypes with an average prototype importance P(py, | ;)




that fall below a threshold ¢:
1
5 E W(i,T, 6)Zi,k <e

¢ is a hyperparameter controlling the minimum average im-
portance of py on all fy(z;),i € [T — 6,T]. w(i,T,9) =
+(i — T + 6) is a linear discount factor that assigns higher
importance to data points closer to 7" in the sliding window.
Our method not only avoids storing and indexing the entire
set of representations, but also considers that, at any time
step T', fy(z;) that are computed closer to T" are more accu-
rate. During each training epoch, prototype simplification is
performed for a small number of M times per epoch.

©))

Comparison to Previous Works Previous works in few-
shot learning (Snell, Swersky, and Zemel 2017; Allen et al.
2019) use an alternative way to ensure the efficiency of pro-
totypes. They compute a new prototype for each mixture
component using the episode-end cluster mean, whereas in
our model fine-tuning scenario, constant re-estimation of pg
will break the continuity of the model’s learning, leading to
poor convergence. In contrast, our approach carefully con-
siders the dynamically changing nature of example repre-
sentation; global information, the discount factor w(z, T, §)
also mitigates overfitting a small batch.

Optimization & Extension Dynamic Diversity Regular-
ization We dynamically control the diversity among the pro-
totype embeddings by restricting the minimum pairwise dis-
tance among py’s to A. As P grows, A increases, enforc-
ing higher pairwise difference among prototypes so that PFit
maintains a set of meaningful prototypes out of f,(x;) that
sufficiently adds to the diversity of P and avoids redun-
dancy (Wu et al. 2022b) in the prototypes.

K K
Law=Y_ Y max(0,x—|p; —prly)”  (10)
J=1k=j+1
Extension to Regression Our approach can be readily ap-
plied to regression tasks by partitioning the range of y; into
a number of N,., € N* bins and sample n examples from
each bin. Each prototype prediction 1; becomes a real num-
ber computed as the averaged ground-truth y; in each bin.
Upon inference, we compute §J; as §; = » & Zi Lk

Optimization We minimize cross-entropy loss for classi-
fication and mean squared error for regression. The full ob-
jective L linearly combines Ly and L4, using a hyperpa-

rameter pg.
Lo = % Zﬁ; Zf:l —y;.k10g(P; k) (classification)
2N (i — i) (regression)
L= Lo+ palaiv

Interpretability

There are 3 ways to interpret the prototype embeddings pg:
1) jointly train a decoder that transforms pj, back to the in-
put space (Li et al. 2018); 2) project py onto the nearest
sequence in the input space (Ming et al. 2019); 3) project
Pi onto examples that are sufficiently close to the prototype
within a threshold 7: {z; | ||px — fo(xi)|l2 < T}
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Experiment

Implementation Details We apply a batch size of 32 and
use n = 8 examples to initialize each prototype. The se-
quence length is set to 128. We first conduct a grid-search
on « within {1,0.5,0.1,0.05,0.01} , pg in {le — 4, 1le —
5,1le—6}, and ein {1e — 3, 3e — 3, 1e — 2} using a subset of
SST-2 with 1000 data points, and fix a« = 0.1, pg = 1le — 5,
and e = le — 3 to conduct all experiments without further
tuning. We use the Adam optimizer (Kingma and Ba 2015)
without weight decay. For both PFit and the baselines, we
search the best learning rate from [le—5,2e—5,3e—5, be—
5, le — 4]. Other hyperparameters of the baselines are set to
their default values in their original papers. All experiments
were run for a maximum of 5 epochs with early stopping.
For hardware usage, experiments are run on servers with
NVIDIA Tesla P100 (16GB GPU memory) or V100 (32GB
GPU memory).

Robustness Across Varying Data Sizes

Experiment Setup Our goal is to demonstrate the supe-
rior performances of PFit across a wide range of data sizes,
especially under low-resource scenarios. Thus, we evalu-
ate our model across a diverse spectrum of data sizes us-
ing 4 representative datasets from the General Language
Understanding Evaluation (GLUE) benchmark (Wang et al.
2019), including QNLI, MNLI-m, and MNLI-mm, 3 tex-
tual entailment datasets, as well as SST-2, a common bench-
mark for sentiment analysis. The datasets are chosen fol-
lowing (Gunel et al. 2020) so that both single sentence and
sentence-pair classification datasets are included. We report
our results on MNLI-m/mm in Tab. 1 and SST-2/QNLI in
Tab. 3. We validate the performances using a moderate-sized
model BERT-Base (Devlin et al. 2019) as our backbone
model. We randomly sample 100 to 5000 examples from the
training set as our training set, taking into account the class
distribution of the full training set, and test our model on the
full dev set. We conduct experiments with 5 different seeds
and report the accuracy and standard deviation.

Baselines We compare our PFit method against 6 base-
lines, including: 1) 4 non-parametric networks built on top of
the backbone language models, including DP-Means (Kulis
and Jordan 2012), ProtoNet (Snell, Swersky, and Zemel
2017), ProSeNet (Ming et al. 2019), and IMP (Allen et al.
2019); 2) VIBERT, a network designed for varying-resource
fine-tuning (Belinkov, Henderson et al. 2021); 3) BSS, a
regularization approach to suppress untransferable spectral
components and improve fine-tuning (Wei, Xie, and Ma
2021) 4) the original LM.

Model Performances The definition of low-resource set-
tings varies across data sets (Belinkov, Henderson et al.
2021; Gao et al. 2018). We follow existing literature (Jin
et al. 2020; Belinkov, Henderson et al. 2021) to define
low-resource settings as datasets with < 5000 data points.
Compared with the baselines, our PFit model consistently
achieves the best performance among all datasets and data
sizes. For MNLI-m/mm, our method leads to a maximum of
5.6 and 11.1 percent improvement (Tab. 1) compared to the



MNLI-m DPMeans  ProtoNet ProSeNet  IMP BSS ViBERT Raw PFit Impr.%
100 | 38.6 2.1 355+06 363+£12 367+07 365+09 393+11 334+£08 | 406£22 |32
200 | 39.1£13 375+1.6 386+£04 412+13 400+07 40.1+£04 353+09 | 424+19 | 28
500 | 414+15 432+£05 447+08 475+£08 501£05 492+£07 385+08 | 529+1.8 | 5.6
1000 | 53.0£1.0 505+03 522+04 553+£04 5744+04 571+£03 49.0+0.7 | 585£10 | 1.9
2000 | 625+0.7 5944+07 590£02 660+£03 656+05 606+03 596=£03 | 670+0.7 | 15
5000 | 67.8+£0.5 674+04 669+0.1 71.14+£02 720+0.1 714+03 663+0.1 |7234+06 | 05
MNLI-mm
100 | 38.8+£0.7 364+04 368+12 372+1.1 352+07 368+£18 341+£07 |396£21 | 1.8
200 | 395£05 394412 386+12 410£02 415+07 393+£08 357402 | 432+£18 | 4.0
500 | 464+04 476=£1.1 407+£13 49.0+£22 495+20 464+£14 45921 | 549+£10 | 11.1
1000 | 53.6 £0.6 554+03 522+04 548+03 561+£02 48.6+04 50.1+03 | 61.54+0.6 | 9.6
2000 | 643+08 624+03 61.0£03 671+£02 645+05 609+03 586=£02 | 67802 | 1.1
5000 | 69.8+£03 70.0+0.1 689+£02 7154+04 71703 683+02 692+03 | 71.94+0.1 | 04

Table 1: Results on MNLI-m/mm with varying data sizes for BERT-Base. “Raw” indicates the original language model. The
leftmost column shows the number of examples used in training. Impr. % indicates the improvement over the best baseline.

M PFit mPF-F mPF-D mPF-S = PF-I M PFit M PF-F WPF-D W PF-S [ PF-|
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Figure 2: Results of variations of PFit model on SST-2 (Left)
and QNLI (Right) with 1000 data points.

best baseline models. For QNLI/SST-2, our method leads to
improvement of 5.1 and 3.8 percent (Tab. 3).

We also observe that the most significant improvement
(Tab. 3) occurs with smaller datasets (100-200 examples)
on SST-2, compared with medium-sized datasets (500-2000
examples) on QNLI and MNLI. This is potentially be-
cause sentiment analysis has a larger reliance on lower-
level phrasal information and surface features, which are
encoded in the pretrained word representations (Jawahar,
Sagot, and Seddah 2019) and can be directly leveraged in
the construction of prototypes. Our proposed mixture pro-
totype initialization can effectively leverage the rich phrasal
and sentiment clues and assist PFit towards achieving a glob-
ally optimal solution. For more complex tasks such as tex-
tual entailment, larger data sizes are needed for modeling
higher-level complex semantic features and class relation-
ships. For small-scale datasets, models with simpler induc-
tive biases like ProtoNet (Snell, Swersky, and Zemel 2017)
may achieve slightly worse but more stable performances
with less parameters. On larger datasets, prototypical mod-
els with flexible capacity (Allen et al. 2019; Kulis and Jor-
dan 2012) generally outperform methods with fixed capac-
ity (Snell, Swersky, and Zemel 2017; Ming et al. 2019).

Complexity & Runtime

The time complexity for PFit is O(N|Pyqz| + NM). This
consists of O(N|Py,q|) for prototype creation and O(N M)
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Runtime | SST-2 QNLI MNLI
IMP 523 816 3139
raw 18 28 105
PFit 18 29 109

Table 2: Comparison of per-epoch runtime (in minutes)
among the original model, IMP (Allen et al. 2019), and PFit
with batch size of 16.

for prototype simplification. While prototypical methods
like IMP can achieve satisfying performances, they may in-
cur expensive computational costs. IMP takes O(N?|Py,0.)
due to recomputing a collection of prototype vectors at the
end of each training step. For most data sizes, IMP (Allen
et al. 2019) outperforms other baselines and sometimes
achieves comparable results as PFit. However, IMP is com-
putationally inefficient for a feature-learning setting as it re-
quires constant re-estimation of the prototypes. As shown in
Tab. 2, fine-tuning IMP requires 523 and 816 minutes per
epoch on SST-2 and QNLI, respectively. In contrast, PFit
takes 18 and 29 minutes. Compared with the raw model, PFit
achieves significant improvement over the original language
model with only a marginal runtime increase.

Ablation Study

To demonstrate the effectiveness of each major component,
we evaluate 4 variations of PFit: 1) PF-I removes mixture
prototype initialization and randomly initializes pg; 2) PF-
S disables adaptive prototype simplification; 3) PF-D ap-
plies no diversity regularization Lg4;,; 4) PF-F uses a fixed
threshold for £4;,,. We observe that mixture prototype ini-
tialization benefits the training under low-resource settings.
The performance drops most significantly when we dis-
abled adaptive prototype simplification. We conjecture that
some prototypes were created from a minority of out-of-
distribution samples, which may overfit older training data
but fail to generalize to new data.

Interpreting the Prototypes

Besides performance improvements, prototypes can bring
the extra advantage of explainability (Lee et al. 2022; Gao



SST-2 | DPMeans  ProtoNet ProSeNet  IMP BSS ViBERT Raw PFit Impr.%
100 | 69.0+£0.7 749+12 728+£09 747+05 664+07 675+1.1 647+09 | 787+2.2 | 5.1
200 | 69.6 £25 7294+06 755+£12 80.0+13 686x+04 687£06 671+12 |819+1.1 |24
500 | 739+0.6 80.7+09 806+06 823+06 698+07 744+01 77.7+0.6 | 84.6+09 |28

1000 | 84.6+0.6 848+04 852+0.6 848+07 843£06 856+03 86.0+03 | 8.4+06 | 1.0
2000 | 87.24+03 852+04 868+05 875+04 879+04 874401 879+06 | 8.5+02 | 0.6
5000 | 883 +0.5 870+03 882+0.1 89.6+02 894+01 89.1+03 89.6+02 | 90.7+02 | 1.2

QNLI
100 | 56.0+2.7 648+04 632+17 612+20 590+£13 603+12 564+14 | 67.0+24 | 34
200 | 672+£04 674+13 690+£15 71.0+12 692+05 692+£13 621+1.6 | 73.7+1.0 | 3.7
500 | 71.1£02 766+05 770+1.1 77.0+06 758+05 727+0.1 684+02 | 781+03 | 13

1000 | 786 £0.1 802+04 783+£05 780£02 77603 759+£02 733+03 | 81.3+£02 | 38
2000 | 81.6+0.2 80.7+0.1 814+0.1 813+02 821+£02 809+02 77.6+0.1 | 82.6+03 | 0.6
5000 | 82.74+0.1 829+02 843+0.1 843+03 845+£0.1 8444+02 825+0.1 | 849+03 | 04
Table 3: Results on QNLI/SST-2 with varying data sizes for BERT-Base.
Prototype A Prototype B Prototype C
I had to look away - this s . . .
It’s of the quality of a lesser harrison ford movie | Bad.

was god awful.

I have to say the star I can take infantile humor ... but this is the sort

and director are the of infantile that makes you wonder about Very bad.

big problems here. changing the director and ...

El\l]:rgﬁi lg’;gfﬁg dl (3162;,12 I am sorry that i was unable to get the full Yes. dull ...

. . brunt of the comedy .
the latrine of heroism.

Table 4: The top 3 closest examples of each learned prototype on SST-2. The closest examples all have ground-truth labels of
“negative.” However, each prototype represents a group of semantically similar negative samples.

—-PFit ——PFit + SC
90
35 f/
/
v
80 /
75
100 200 500 1000 2000 5000

Figure 3: Results for the original PFit model and PFit with
skip connection (PFit-SC).

et al. 2021) To interpret the prototype vectors, we project
each prototype to its closest 10 examples. We observe that
1) prototypes manifest inter-class distinction as the classes
are discriminable from the prototypes; and 2) prototypes
demonstrate intra-clawss distinctionas there are clustering
emergent within the prototypes.

Inter-class Distinctions If we project each prototype onto
its nearest examples, each prototype shows strong polarity
towards one specific class. Here, for simplicity, we refer
to prototypes that predict positive class as “positive pro-
totypes” and those predicting negative as “negative proto-
types”. On SST-2, the average percentage of positive exam-
ples is 91% for positive prototypes, and that of negative ex-
amples for negative prototypes is 87%.

12974

Intra-class Distinctions Tab. 4 is an example for the bi-
nary sentiment classification dataset SST-2. The top 3 clos-
est examples to each prototype are shown. The closest ex-
amples all have ground-truth labels of “negative” However,
each prototype represents a group of negative samples that
are semantically similar. Examples of prototype A gener-
ally express stronger emotions (“awful”, “big problem”, “la-
trine”). Examples of B express weaker emotions. Examples
of C mainly focus on succinct negative expressions. Meth-
ods such as ProtoNet (Snell, Swersky, and Zemel 2017) only
use one prototype for each class, which may not sufficiently
characterize such intra-class distinctions.

We experimented with connecting non-contextualized
BERT (Devlin et al. 2019) embeddings with contextualized
representations using a residual network, leading to perfor-
mance improvements on SST-2 with 200 and 1000 exam-
ples, and decreases in other settings. We believe that merg-
ing the contextualized embeddings with non-contextualized
signals without sacrificing performances can potentially in-
crease the explainability of our prototypical framework. We
will explore this method comprehensively in future works.

Conclusion

We propose Prototypical Fine-tuning (PFit), a prototypical
framework for effectively fine-tuning pretrained language
models. Extensive experiments across various datasets show
that our work offers significant performance improvements
for language models under varying data sizes, especially low
resource settings.
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