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Abstract
Simultaneous machine translation (SiMT) is usually done via
sequence-level knowledge distillation (Seq-KD) from a full-
sentence neural machine translation (NMT) model. However,
there is still a significant performance gap between NMT
and SiMT. In this work, we propose to leverage monolin-
gual data to improve SiMT, which trains a SiMT student
on the combination of bilingual data and external monolin-
gual data distilled by Seq-KD. Preliminary experiments on
En⇒Zh and En⇒Ja news domain corpora demonstrate that
monolingual data can significantly improve translation qual-
ity (e.g., +3.15 BLEU on En⇒Zh). Inspired by the behav-
ior of human simultaneous interpreters, we propose a novel
monolingual sampling strategy for SiMT, considering both
chunk length and monotonicity. Experimental results show
that our sampling strategy consistently outperforms the ran-
dom sampling strategy (and other conventional typical NMT
monolingual sampling strategies) by avoiding the key prob-
lem of SiMT – hallucination, and has better scalability. We
achieve +0.72 BLEU improvements on average against ran-
dom sampling on En⇒Zh and En⇒Ja. Data and codes can
be found at https://github.com/hexuandeng/Mono4SiMT.

Introduction
Simultaneous machine translation (SiMT) (Gu et al. 2017;
Ma et al. 2019; Arivazhagan et al. 2019; Zheng et al.
2020) has been proposed to generate real-time translation
by starting decoding before the source sentence ends. How-
ever, generation conditioned on the partial source sentence
prevents a model from properly capturing the whole se-
mantics, especially for distant languages, e.g., English and
Japanese (He et al. 2015; Chen et al. 2021). In response
to this problem, motivated by the recent success of non-
autoregressive translation, sequence-level knowledge distil-
lation (Seq-KD, Kim and Rush 2016) becomes the prelim-
inary step for training SiMT models, with a full-sentence
neural machine translation (NMT) model as the teacher (Ren
et al. 2020; Zhang, Feng, and Li 2021), which helps to gen-
erate monotonous knowledge by reducing data complex-
ity (Zhou, Gu, and Neubig 2020).

*Work was done when Hexuan was interning at JD Explore
Academy.
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Although Seq-KD narrows the gap between full-sentence
NMT teachers and SiMT students, the performance gap is
still significant. Techniques like self-training (Zhang and
Zong 2016; Jiao et al. 2021) are known to effectively im-
prove machine translation performance by using large-scale
monolingual data. However, to the best of our knowledge,
improving SiMT through semi-supervised learning has not
been well validated yet.

To this aim, we leverage the monolingual data to perform
Seq-KD and train the SiMT student model on the combi-
nation of distilled monolingual and bilingual data. Exploit-
ing monolingual data for SiMT provides appealing benefits.
First, the monolingual data and bilingual data in machine
translation are generally complementary to each other (Sen-
nrich, Haddow, and Birch 2016a; Zhang and Zong 2016;
Zhou and Keung 2020; Ding et al. 2022). Accordingly, using
monolingual for SiMT transfers both the knowledge of the
bilingual data (implicitly encoded in the full-sentence NMT
teacher) and that of monolingual data, maintaining the merit
of Seq-KD to reduce the complexity of the bilingual data.
Secondly, the amount of available monolingual data is sev-
eral orders of magnitude larger than that of bilingual data,
offering great potential to enjoy attractive expandability.

However, unlike NMT, it is difficult for SiMT to handle
long-distance reordering (Zhou and Keung 2020). There-
fore, the pseudo-targets generated by the full-sentence NMT
teacher model are not always suitable for SiMT. Inspired
by strategies used in human simultaneous interpretation,
e.g., finer segments and monotonic alignments (He, Boyd-
Graber, and Daumé III 2016), we propose novel strategies
for sampling monolingual data suitable for SiMT, consider-
ing both the chunk lengths and monotonicity. We validate
our strategy on several large-scale datasets of news domain
(En⇒Zh and En⇒Ja). Our contributions are as follows:
• We empirically demonstrate that using monolingual data

is beneficial to SiMT systems.
• Our monolingual data sampling strategy for SiMT sig-

nificantly outperforms the random sampling and conven-
tional NMT monolingual sampling strategies, especially
evaluating at low latency.

• Our strategy effectively alleviates the key issue of SiMT,
i.e., hallucination problem, and has high expandability,
e.g., enlarging the scale of monolingual data consistently
improves performance.
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The paper is an early step in exploring monolingual data
for SiMT, which can narrow the performance gap between
SiMT models and the SOTA full-sentence NMT models. We
hope the promising effect of the monolingual sampling strat-
egy on SiMT can encourage further investigation and pave
the way toward more effective SiMT models.

Background and Related Work
Simultaneous Machine Translation Full-sentence NMT
models use Seq2seq framework, where the encoder takes the
source sentence x = (x1, ..., xm) as input, and outputs hid-
den state h = (h1, ..., hm). Then, the decoder iteratively
predicts the next token yt based on the hidden state and pre-
viously generated tokens until the end of the sequence:

ŷt = argmax
yt

p (yt | x,y<t;θ) (1)

In SiMT, we cannot access the entire source sentence
when decoding. Ma et al. (2019) propose a simple but effi-
cient wait-k policy to balance translation quality and delay.
Specifically, it first reads k words, then loops to read and
write a word until the end of the sentence:

ŷt = argmax
yt

p
(
yt | x≤gwait-k(t),y<t;θ

)
(2)

where gwait-k(t) = min{k+ t−1, |x|} indicates the number
of source words that can be seen when predicting word yt
under the wait-k policy.

Several works have been proposed to narrow the gap be-
tween SiMT and NMT datasets. He et al. (2015) use hand-
writing language-specific rules based on syntax trees to gen-
erate pseudo-targets with fewer reordering, but it requires
linguistic knowledge and is difficult to transfer to other lan-
guage pairs. Zhang et al. (2020) use the sentence-aligned
parallel corpus to train an NMT model and generate pseudo-
targets with a policy according to the attention of NMT,
while Chen et al. (2021) directly use the test-time wait-k pol-
icy, which significantly reduces the anticipation rate while
simplifies the computational complexity. Han et al. (2021)
employ a method based on chunk-wise reordering and NAT
refinement to generate monotonic and smooth references.
Unlike the above approaches that utilize bilingual data ef-
fectively, our study is the first work to investigate how to
improve SiMT with large-scale monolingual data, which is
orthogonal to the above approaches.

Semi-Supervised NMT NMT models are data hungry,
and the translation quality highly depends on the quality
and quantity of parallel corpus (Koehn and Knowles 2017;
Liu et al. 2020a). Researchers thus turn to investigate the
effects of using large-scale monolingual data (Zhang and
Zong 2016; Domhan and Hieber 2017; Edunov et al. 2018;
Ding and Tao 2021) with semi-supervised learning (Zhu
and Goldberg 2009). The general process follows several
steps: 1) train a base model with bilingual data; 2) decode
the large-scale monolingual data with the pre-trained base
model to obtain the synthetic data; and 3) retrain the model
with the concatenation of bilingual and synthetic data. De-
signing an effective monolingual sampling strategy is at the

core of the process. Moore and Lewis (2010) select in-
domain monolingual samples through the source language
model. Fadaee and Monz (2018) improve the prediction ac-
curacy of the model by selecting sentences with lower fre-
quency words, while Jiao et al. (2021) achieve a similar pur-
pose by sampling monolingual data with high uncertainty.
While semi-supervised learning shows great success in full-
sentence translation, few works explore the effects of using
monolingual data for SiMT. We take the first step to investi-
gate SiMT-aware monolingual sampling strategies and their
best combination and provide a comprehensive discussion to
show the scalability of our approach.

Monolingual Data Sampling Strategies
We introduce the sampling strategies and the corresponding
metrics, where monolingual data with lower scores are con-
sidered more efficient and used for training. The tendency to
choose longer sentences is added to all these strategies and
will be introduced first.

Sentence Length Longer sentences usually contain more
information, encouraging the model to make use of more
context information (Platanios et al. 2019). Besides, train-
ing with longer sentences can suppress the generation of
end signal “<EOS>” and nicely alleviate the early-stop phe-
nomenon in SiMT, where the generating ends are given the
incomplete source input. Therefore, in all subsequent sam-
pling strategies, we add long sentence tendency factor α by
replacing the sentence length term (or similar item) |x| with
|x|α (or |x|1/α), aiming at tending to choose longer sen-
tences while maintaining the effectiveness of the strategy. In
our experiments, we set α = 0.5 as default.

Sample Corpora More Suitable for SiMT
In response to different word order between language pairs,
He, Boyd-Graber, and Daumé III (2016) point out that hu-
man interpretation often: 1) breaks source sentences into
multiple smaller chunks and uses conjunctions for fluently
connecting; 2) uses passivization to wait for the source to
give the verb without stopping the translation process, es-
pecially when from head-final languages (e.g., Japanese) to
head-initial languages (e.g., English). Both of them greatly
alleviate the problems above while ensuring fluency.

Chunk Length-Based Strategy Inspired by the first phe-
nomenon, the easiest way is to select data with shorter
chunks for training to develop its tendencies, aiming at ob-
taining the same benefits as above. As for chunk extraction,
we want to evaluate the chunk length of the current monolin-
gual corpora at the lowest cost rather than extracting mean-
ingful units. Under such consideration, we propose the fol-
lowing two metrics to give a relatively accurate evaluation.

Inspired by Chiang (2007), Alignment-based approach se-
lects the shortest contiguously aligned block as a chunk,
which satisfies that tokens in the source part are aligned
with and only with corresponding tokens in the target part
and vice versa, while the source part and the target part
are contiguous and inseparable. As shown in Figure 1, the
parts enclosed by the red box are chunks we identified. This
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都是

演员

they have  been actors for  more  than  150  years

Figure 1: Example of alignment-based chunk extraction,
where “✓” means that the source- and target-side tokens are
aligned, and the red rectangles are the extracted chunk pairs.

method can extract meaningful chunks in most cases but
need pseudo-targets and alignments for monolingual data,
which is time-consuming.

To extract chunks efficiently, inspired by Sen, Germann,
and Haddow (2021), we employ source-side language model
(LM): LM-based approach keeps track of the LM score of
the prefix of source sentences and adds token once at a time.
If the new LM score is lower than the previous one, the
previous prefix will be considered as a chunk. Afterwards,
the next word is regarded as the beginning of the sentence,
and recursively perform the above steps until the end of the
sentence. Although there is no information about pseudo-
targets, it can also play a similar or even better effect than
the previous method in our experiments (See Table 2).

In the calculation of metrics, the numerator is the number
of alignments in the source sentence for the alignment-based
approach and sentence length for the LM-based approach.
We add index α to those numerators as exponents to reflect
the long sentence tendency. In this way, for the alignment-
based approach, sentences with denser alignments are also
tended to be chosen, which intuitively have lower error rates
and contain more information, which should also be encour-
aged. Formally, if we define the total number of chunks in
the sentence as c and the numerator as ℓ, the chunk length-
based metric for the sentence is:

Schunk =
ℓα

c
(3)

Monotonicity-Based Strategy Inspired by the second
phenomenon, we take a straightforward solution to choose
sentences with more monotonous alignments directly. Refer
to Chen et al. (2021), we use k-Anticipation Rate (k-AR) as
metric for monotonicity. Specifically, for each aligned target
word yj , it is considered a k-anticipation if it is aligned to a
source word xi that is k words behind. The k-AR is then cal-
culated as the percentage of k-anticipation among all aligned
word pairs. Specifically, if the set A = {(it, jt)}Nt=1 repre-
sents all aligned token-pairs xik ∼ yjk

, the monotonicity-
based metric for the sentence is:

Smono =
1

|A|1/α

|A|∑
t=1

1[it ≤ jt + k] (4)

where α is the long sentence tendency factor, which also
adds bias for sentences with denser alignments as with the
alignment-based approach.

Sentence Difficulty
In traditional NMT, there are some solutions for sampling
monolingual data according to difficulty. We choose two of
them and add the same long sentence tendency factor α for
comparison.

Fadaee and Monz (2018) propose that monolingual data
containing low-frequency words are more conducive to
model training. Then Platanios et al. (2019) use the source-
side unigram language model to reflect the tendency to select
sentences that are longer and contain more low-frequency
words at the same time. In our setup, for monolingual sen-
tence x = (x1, ..., xm), and the probability p̂ (xi) of each
word xi occurred in the bilingual corpora, taking into ac-
count the tendency to choose long sentences, the frequency
metric for the sentence is:

Srarity = − 1

|x|α

|x|∑
i=1

log p̂ (xi) (5)

Jiao et al. (2021) propose a metric based on uncertainty. It
first evaluates word level entropy E by using the alignment
A on bilingual corpora to capture the translation modalities
of each source token. Specifically, for a given monolingual
sentence x = (x1, ..., xm), if A(xi) records all possible tar-
get tokens yj aligned with source token xi, and calculate
the translation probability p(yj |xi) according to it, the word
level entropy is:

E (y | A, xi) = −
∑

yj∈A(xi)

p (yj | xi) log p (yj | xi)

For the monolingual data, taking into account the ten-
dency to choose long sentences, its uncertainty metric is:

Suncer =
1

|x|α

|x|∑
i=1

E (y | A, x = xi) (6)

Experiments
Experimental Setup
Bilingual Data We conduct experiments on two widely-
used SiMT language directions: English-Chinese (En⇒Zh)
and English-Japanese (En⇒Ja). To make the experiments
convincing, we select resource-rich datasets of news do-
main: For En⇒Zh, we use CWMT Corpus1 (Chen and
Zhang 2019) as training data, NJU-newsdev2018 as the val-
idation set and report results on CWMT2008, CWMT2009,
and CWMT2011; For En⇒Ja, we use JParaCrawl2 (Mor-
ishita, Suzuki, and Nagata 2020) and WikiMatrix3 (Schwenk
et al. 2021) as training data, newsdev2020 as the validation

1http://nlp.nju.edu.cn/cwmt-wmt/
2https://www.kecl.ntt.co.jp/icl/lirg/jparacrawl/
3https://opus.nlpl.eu/WikiMatrix.php

12730



Raw KD KD+Mono.

Teacher: 48.55

wait-1 28.62 29.93 35.64
wait-3 35.39 36.15 39.82
wait-5 39.07 41.14 43.46
wait-7 42.52 43.76 45.95
wait-9 44.02 45.66 47.51

Avg. 37.92
(- / -)

39.33
(+1.41/-)

42.48
(+4.56/+3.15)

Table 1: The effects of using monolingual data. “Raw/
KD” means the results of original/distilled parallel data,
and “+Mono.” represents enhancing the model with syn-
thetic data generated by randomly sampled monolingual
data. Gains against “Raw” and “KD” are given separately
below the underline. Average scores on all delays are under-
lined. The best results are bold.

set and report results on newstest2020. Considering the cor-
pora are noisy, we apply a series of filtration rules to them,
including 1) empty and duplicated lines, 2) sentence pairs
with invalid characters, 3) sentence pairs with too many or
too few words, and 4) those with too large bilingual length
ratios, etc. After data cleaning, we randomly select a sub-
set of 7M sentence pairs as training data for both En⇒Zh
and En⇒Ja. We use SentencePiece (Kudo and Richardson
2018) to split the training data into subword units (Sennrich,
Haddow, and Birch 2016b) with 32K merge operations. We
publicly release our processed datasets4.

Monolingual Data We closely follow previous works to
randomly select monolingual data from publicly available
News Crawl corpus5 (Zhang and Zong 2016; Wu et al.
2019). For a fair comparison, the monolingual data used in
the main experiments have the same size as the correspond-
ing bilingual data, i.e., 7M . To comprehensively investigate
the effects of different monolingual sampling strategies in
Table 2, we randomly sample up to 42M English data from
News Crawl 2016 and 2017 in the main experiments. For the
at-scale experiments in Table 5, we randomly sample up to
540M sentences from News Crawl 2007∼2017 and News
Discussions 2014∼2017.

Model Training We closely follow previous SiMT
works (Ren et al. 2020; Zhang, Feng, and Li 2021; Fukuda
et al. 2021; Liu et al. 2021a; Zhao et al. 2021) to adopt
sequence-level knowledge distillation (Kim and Rush 2016)
for all systems. Specifically, we train a full-sentence BASE
Transformer (Vaswani et al. 2017) as the teacher on the orig-
inal bilingual dataset, then perform beam-search decoding
for the source side of the original bilingual data or newly in-
troduced monolingual data to generate the distilled data. The
student SiMT model follows the BASE model, except for
using causal encoders and wait-k policy. To investigate the
effects of a better teacher, we use full-sentence BIG Trans-

4https://drive.google.com/drive/folders/1HbzxBD0klgX-
EugVGB36CFVdObJJ5Uk7?usp=sharing

5http://data.statmt.org/news-crawl

Figure 2: Covariance matrix between different sampling
strategies. We score the monolingual dataset using differ-
ent strategy metrics and calculate the correlation coeffi-
cient between different scores. “Freq.” and “Uncer.” are
sentence difficulty metrics estimated with word frequency
and uncertainty, respectively. “Align.” and “LM” are chunk
length metrics using alignment-based and LM-based ap-
proaches, respectively. “Mcity” is monotonicity metric us-
ing 3-anticipation rate. The same notations are used in
following-up tables.

former at Table 6. Note that we train all models with identi-
cal training steps.

We use the SacreBLEU (Post 2018) to measure the trans-
lation quality and SimulEval (Ma et al. 2020) to measure
the latency for each delay under the wait-k (Ma et al. 2019)
policy, and also report the averaged BLEU for different de-
lays to avoid stochasticity. The CWMT test sets have up to
3 references. Thus, we report the 3-reference BLEU score.
We use fast-align (Dyer, Chahuneau, and Smith 2013) to ex-
tract the alignment information for sentences in Table 4, and
strategies more suitable for SiMT, and use KenLM (Heafield
et al. 2013) to calculate source language model score in
chunk length-based strategy.

Empirical Findings
In this section, we comprehensively conduct preliminary
studies on CWMT En⇒Zh to show 1) the necessity of using
monolingual data, 2) the superiority of our proposed SiMT-
aware monolingual sampling strategies, and 3) the best strat-
egy combination as our default method.

Monolingual data significantly improves SiMT. In order
to explore the effect of adding monolingual data, we add the
synthetic data generated by randomly sampled monolingual
sentences to the distilled parallel data with a ratio of 1:1.
We report the results of original parallel data (“Raw”) for
reference. As shown in Table 1, we can see that distillation
improves the SiMT with +1.41 BLEU points on average, and
leveraging the randomly sampled monolingual data further
pushes the BLEU points by a large margin, i.e., +3.15, es-
pecially for the low-latency settings, e.g., +5.71 for wait-
1. This confirms the effectiveness of monolingual data for
SiMT and urges us to investigate better sampling strategies
for monolingual data.
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Strategy wait-1 wait-3 wait-5 wait-7 wait-9 Avg. ∆

Random 35.64 39.82 43.46 45.95 47.51 42.48

Frequency-Based Sentence Difficulty Strategy 36.69 40.78 44.11 46.12 47.76 43.09 +0.61
Uncertainty-Based Sentence Difficulty Strategy 36.26 40.95 43.33 46.30 47.57 42.88 +0.40

Alignment-Based Chunk Length Strategy 36.62 41.20 43.68 46.85 48.05 43.28 +0.80
LM-Based Chunk Length Strategy 36.37 41.70 44.12 45.92 47.94 43.21 +0.73
Monotonicity-Based Strategy 35.97 40.25 42.88 45.65 46.80 42.31 -0.17

Table 2: The effect of different sampling strategies. Since our proposed strategy and baseline belong to the same policy, there is
almost no difference in latency. Therefore, we display the results in the form of table to highlight the details of the improvement
in translation quality. Improvements against random sampling “Random” are in column ∆.

Chunk
(Align.) +Mcity Chunk

(LM) +Mcity

wait-1 36.62
(-)

37.08
(+0.46)

36.37
(-)

37.40
(+1.03)

wait-3 41.20 41.10 41.70 40.49
wait-5 43.68 44.28 44.12 44.44
wait-7 46.85 46.46 45.92 46.27
wait-9 48.05 47.69 47.94 48.00

Avg. 43.28
(-)

43.32
(+0.04)

43.21
(-)

43.32
(+0.11)

Table 3: The complementary effect of chunk length-based
strategies, i.e., “Chunk (Align.)” and “Chunk (LM)”, and
monotonicity-based strategy “+Mcity”. We combine the
strategies with significant differences (Covariance<0.3) ac-
cording to correlation analysis in Figure 2: “+Mcity” with
alignment based chunk length strategy “Align.” and lan-
guage model based chunk length strategy “LM”.

SiMT-aware sampling strategies do help. We test the ef-
fects of our deliberately designed strategies for SiMT. As
shown in Table 2, we can see that SiMT-aware strategies
based on sentence difficulty and chunk length achieve signif-
icant improvements against randomly sampling, where the
chunk length-based strategies are the most effective (+0.80
and +0.73 BLEU points for “Align.” and “LM”, respec-
tively). Besides, the monotonicity-based strategy “Mcity”
slightly underperforms the random sampling, especially un-
der high latencies (k =5, 7, 9). The potential reason is “Mc-
ity” prefers short and word-to-word translations, making the
sampled synthetic data intuitively easier.

To quantitatively investigate the reason for the slightly
worse performance for “Mcity”, we visualize the correla-
tions between “Mcity” and other strategies in Figure 2. As
shown, the data sampled by the monotonicity-based strat-
egy are significantly different from others. Han et al. (2021)
also show that samples chosen by chunk length-based strat-
egy may with poor monotonicity. Given such a huge data
gap, it is natural to suspect if there exists a complementary
between “Mcity” and the best chunk length-based sampling
strategies, e.g., chunk length-based strategy.

Chunk length-based and monotonicity-based strategies
complement each other. Based on the above quantitive
analysis and suspicion, we combine the chunk length-based

strategies and monotonicity-based strategy as follows: 1)
sampling monolingual data with the ratio 160% of the orig-
inal volume according to the chunk length-based strategy,
and 2) reranking the sentences with monotonicity-based
strategy, and then filter out the extra 60%. As shown in Ta-
ble 3, we can see that although monotonicity itself does not
work well, combining the two gives overall marginal im-
provements, which is more obvious under low latency, e.g.,
+0.74 BLEU points improvement on average, indicating the
complementary of two types of sampling strategies in diffi-
cult scenarios.

Considering the computational complexity of alignment,
we will set the LM as the default chunk length-based strat-
egy. Therefore, we leave the combination of LM-based
chunk length strategy and monotonicity-based strategy as
the default of our method in the following experiments.

Main Results
Figure 3 lists the results on the En⇒Zh and En⇒Ja bench-
marks, with average-lagging (Ma et al. 2019) being the la-
tency metric. Encouragingly, the conclusions in the empiri-
cal findings hold across language pairs, significantly outper-
forming the random sampling baseline by +0.84 and +0.60
BLEU points, respectively. This demonstrates the effective-
ness and universality of our proposed approach. Notably, our
data-level approaches neither modify model structure nor
add extra training objectives, thus not changing the latency
and maintaining the intrinsic advantages of SiMT models.
The main side effect of our approach is the increased infer-
ence time for building distilled data with sampled monolin-
gual sentences. Fortunately, the cost is once-for-all, and the
distilled synthetic data can be flexibly reused. Given the con-
siderable and consistent SiMT improvement, the above cost
is acceptable.

Analysis
In this section, we provide quantitative statistics and quali-
tative cases to show the superiority of our sampling strategy
against random sampling.

Similar to full-sentence NMT, SiMT also suffers from
hallucination problem (Lee et al. 2018; Chen et al. 2021),
generating fluent but inadequate translations, which is
caused by overconfidence of the language modeling (Miao
et al. 2021). In SiMT, due to the incomplete source sen-
tence, the contribution of source information in prediction
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Figure 3: Main results on the En⇒Zh (up) and En⇒Ja
(down) benchmarks. Each line represents a system, and
the 5 nodes correspond to different wait-k settings (k =
1, 3, 5, 7, 9). “Raw” and “KD” represent the systems trained
on the original and distilled parallel data, respectively.
“Mono.” and “Ours” demonstrate using monolingual data
with the random sampling strategy and our proposed best
strategy, respectively.

is further reduced, resulting in a more serious hallucination
problem (Chen et al. 2021). We argue that our strategy is
beneficial in avoiding hallucinations, thereby improving the
translation quality.

Referring to Chen et al. (2021), we use the hallucination
rate of hypotheses to evaluate the generation quality, named
GHall. In more detail, a target word ŷj is a hallucination if
it can not be aligned to any source word it can see currently.
Formally, based on word alignment A, whether target word
ŷj is a hallucination is:

H(j,A) = 1[{(i, j) ∈ A | i ≥ j + k} = ∅]

The hallucination rate GHall is further defined as:

GHall(x, ŷ,A) =
1

|ŷ|

|ŷ|∑
j=1

H(j,A)

We use the same metric as the monotonicity-based strat-
egy to evaluate the monotonicity of the training set averaged
over k ∈ 1, 3, 5, 7, 9, named TAnti, and the same metric as
the chunk length-based strategy based on alignment to eval-
uate the average length of the training set (TCnk) and gener-
ations (GCnk).

We first quantitatively analyze how our method affects the
constitution of the training data, thereby reducing the trans-

TAnti TCnk GHall GCnk

E
nZ

h Rand. 23.92% 1.11 10.69% 1.11
Ours 13.86% 1.01 8.16% 1.08

E
nJ

a Rand. 16.47% 1.10 6.91% 1.13
Ours 8.30% 1.02 3.08% 1.07

Table 4: Statistics of monotonicity “TAnti” and chunk length
“TCnk” in monolingual training data, and hallucinations
“GHall” and chunk length “GCnk” in generations.

lation hallucinations and chunk lengths in Table 4. The an-
ticipation rate and the averaged chunk length of the training
data are substantially reduced, leading to a lower hallucina-
tion rate and shorter chunks during generation. In addition,
we give an example under wait-3 policy in Figure 4 to con-
firm our claim. The random sampling strategy generates an
unwarranted guess at the speaker “NASA says,” and mis-
translates the phrase “on corals” at the end, while ours per-
fectly avoids these problems. The above quantitative statis-
tics and qualitative examples demonstrate that our sampling
strategy improves the translation against random sampling
by reducing the critical issue in SiMT – hallucination.

Scalability Discussion of Our Approach
In this section, we discuss potential directions to further en-
hance our scalable method to make SiMT a practical transla-
tion system by making the most of the 1) monolingual data,
2) larger teacher, and 3) raw bilingual data.

Our strategy performs well with more monolingual data.
One strength of using monolingual data is the potential to
exploit the scaling ability to further improve translation per-
formance (Edunov et al. 2018; Ding et al. 2022). To val-
idate our claim, we scale the size of monolingual data by
{×3,×5,×10} and report the performance of random sam-
pling and ours in Table 5. As seen, enlarging the monolin-
gual data consistently improves the BLEU scores, and with
scaling factor increases, our strategy achieves higher perfor-
mance against random ones, e.g., +1.05 BLEU points un-
der 1:10. Besides, the hallucination rate “GHall” and chunk
length “GCnk” indicate that ours consistently better than
that of random sampling, which validates our claim.

Our strategy performs well with a better teacher. One
may expect that augmenting the capacity of the teacher
model for our method obtains further improvement. To ver-
ify the hypothesis, we employ a larger capacity framework
as the teacher, i.e., Transformer-BIG. As shown in Table 6,
we see that a larger teacher framework with better translation
quality (51.86 vs. 48.55) indeed transfers rich knowledge to
the student, further improving the student under all latency
settings (+0.56 BLEU points on average).

Our strategy performs well with raw bilingual data.
Previous experiments in our study make the combination
of distilled bilingual data and synthetic data generated by
strategically selected monolingual data as default. Although
it has shown significantly better performance against the ran-
dom sampling strategy, all the training data used to train
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carbon dioxide released by burning fossil fuels is absorbed by the oceans, making the waters more acidic and corrosive on corals.

NASA says,          burning   fossil fuels       released     carbon dioxide  by oceans absorbed,  making   water       acidic  and     corals        more
美国宇航局说, 燃烧 化石燃料 所排放的 二氧化碳 被海洋 吸收, 使 海水的 酸性 和 腐蚀性 更强。

ocean     burning     fossil fuels     released  carbon dioxide  by  oceans absorbed, making  water     acidic   and       corals         corrosive     more 
海洋中 燃烧 化石燃料 释放的 二氧化碳 被 海洋 吸收, 使 海水的 酸性 和 对珊瑚的 腐蚀性 更大。

Input

Rand.

Ours

Refer.
ocean   absorbed   burning   fossil fuels   released  carbon dioxide,  water acidic   more,        corals        corrosive 
海洋 吸收了 燃烧 化石燃料 释放的 二氧化碳, 海水 酸性 增加, 对珊瑚 造成腐蚀。

while some of these birds finish their migrations in belize, some continue on toward south america.

while   some birds   by day     finish  migrations, but    some birds   by night   continue  migrations, and     some   at  south america    
虽然 有些鸟 在白天 完成 迁徙, 但 有些鸟 在夜间 继续 迁徙, 而 另一些 则在南美。

some birds       in belize           finish     their     migrations,  some   continue   toward   south america  flying
有些鸟类 会在伯利兹 结束 它们的 迁徙, 有些 则继续 向 南美洲 飞行。

while    some of these birds      finish        their     migrations      in belize,         but  some birds   continue  toward south america  migrations
虽然 这些鸟中有些 完成了它们的 迁徙 在贝尔利兹 但 有些鸟 继续 向南美洲 迁徙。

Input

Rand.

Ours

Refer.

Figure 4: Translation examples of models trained with random “Rand.” and our “Ours” monolingual data sampling strategies
under the wait-3 policy. “Refer.” means the reference. Words without color are hallucinations.

Scale Strategy wait-1 wait-3 wait-5 wait-7 wait-9 Avg. ∆ GHall GCnk

1:1 Rand. 35.64 39.82 43.46 45.95 47.51 42.48 10.69% 1.11
Ours 37.40 40.49 44.44 46.27 48.00 43.32 +0.84 8.16% 1.08

1:3 Rand. 33.79 39.26 43.48 46.27 47.84 42.13 11.57% 1.13
Ours 36.75 41.04 44.23 45.99 47.30 43.06 +0.93 7.30% 1.09

1:5 Rand. 35.45 39.85 43.26 46.14 47.70 42.48 10.79% 1.12
Ours 37.35 41.40 44.65 46.35 47.46 43.44 +0.96 6.60% 1.07

1:10 Rand. 34.81 40.54 43.73 45.93 48.02 42.61 10.52% 1.12
Ours 37.33 42.25 44.00 46.62 48.09 43.66 +1.05 7.26% 1.06

Table 5: Comparison between random sampling “Rand.” and “Ours” when scaling up the monolingual data on En⇒Zh. “Scale”
refers to the proportion of distilled bilingual data and monolingual data. For translation quality, we report BLEU scores (“wait-
k” and “avg.” ⇑). For fine-grained evaluation, we report the hallucination rate “GHall” (⇑) and chunk length “GCnk” (⇑)
proposed above. We train all models with the same training steps.

Teacher BASE: 48.55 BIG: 51.86 ∆

St
ud

en
t

wait-1 37.40 38.22 +0.82
wait-3 40.49 41.84 +1.35
wait-5 44.44 44.65 +0.21
wait-7 46.27 46.35 +0.08
wait-9 48.00 48.34 +0.34
Avg. 43.32 43.88 +0.56

Table 6: Augmenting the teacher by employing the teacher
with a large model capacity (BIG) on En⇒Zh.

the final SiMT model only utilize the distilled (or synthetic)
target-side data, which may lose some long-tailed informa-
tion in the raw bilingual data (Ding et al. 2021a,b). To ver-
ify that the raw bilingual data can further complement our
monolingual strategy, we replace the distilled bilingual data
with the raw one and report the results in Table 7. We can ob-
serve that our strategy performs well with raw bilingual data
(+0.41 BLEU points), and the improvements mainly come
from the low-latency settings, e.g., +0.73 and +1.23 BLEU
points for wait-1 and -3, respectively.

Conclusion
In this work, we first empirically validate the effectiveness
of using monolingual data for SiMT. Then, we propose a
simple, effective, and scalable monolingual data sampling
strategy, considering both the chunk length and monotonic-
ity. Extensive experiments show that our method achieves
significant and consistent improvements compared to the

KD Para.
+Mono.

Raw Para.
+Mono. ∆

wait-1 37.40 38.13 +0.73
wait-3 40.49 41.72 +1.23
wait-5 44.44 44.38 -0.06
wait-7 46.27 46.61 +0.34
wait-9 48.00 47.82 -0.18
Avg. 43.32 43.73 +0.41

Table 7: Replacing the distilled bilingual data (“KD
Para.+”) with the raw bilingual data (“Raw Para.+”) in our
strategy on En⇒Zh, where “KD Para.+ Mono.” is the de-
fault setting in the previous experiments.

random sampling strategy. Analyses verify that our strategy
improves the translation quality by alleviating the key prob-
lems of SiMT, e.g., the hallucination problem. Furthermore,
our method has appealing expandability and can be further
enhanced by 1) enlarging the scale of monolingual data, 2)
augmenting the capacity of the teacher, and 3) using the raw
bilingual data.

Future directions include 1) validating the effectiveness of
our data-level method upon advanced SiMT model (Anony-
mous 2023) and decoding policies (Zhang et al. 2020; Zhang
and Feng 2022); and 2) investigating the complementar-
ity (Liu et al. 2021b) between our proposed semi-supervised
learning based method and the powerful pre-trained mod-
els (Liu et al. 2020b; Zan et al. 2022) in SiMT.
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