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Abstract

Effective data imputation demands rich latent “structure”
discovery capabilities from “plain” tabular data. Recent ad-
vances in graph neural networks-based data imputation so-
lutions show their structure learning potentials by translat-
ing tabular data as bipartite graphs. However, due to a lack
of relations between samples, they treat all samples equally
which is against one important observation: “similar sample
should give more information about missing values.” This pa-
per presents a novel Iterative graph Generation and Recon-
struction framework for Missing data imputation(IGRM). In-
stead of treating all samples equally, we introduce the con-
cept: “friend networks” to represent different relations among
samples. To generate an accurate friend network with missing
data, an end-to-end friend network reconstruction solution is
designed to allow for continuous friend network optimization
during imputation learning. The representation of the opti-
mized friend network, in turn, is used to further optimize the
data imputation process with differentiated message passing.
Experiment results on eight benchmark datasets show that
IGRM yields 39.13% lower mean absolute error compared
with nine baselines and 9.04% lower than the second-best.
Our code is available at https://github.com/G-AILab/IGRM.

Introduction
Due to diverse reasons, missing data becomes a ubiquitous
problem and It can introduce an amount of bias and make
most machine learning methods inapplicable (Bertsimas,
Pawlowski, and Zhuo 2017). Missing data has been tack-
led by direct deletion or by data imputation. Deletion-based
methods discard incomplete samples and result in the loss
of important information especially when the missing ratio
is high (Luo et al. 2018). Data imputation is more plausible
as it estimates missing data with values based on some sta-
tistical or machine learning techniques (Lin and Tsai 2020)
and allows downstream machine learning methods normal
operation with the “completed” data (Muzellec et al. 2020).

Existing imputation methods discover latent relations in
tabular data from different angles and normally with diverse
assumptions. Simple statistical methods are feature-wise im-
putation, ignoring relations among features and might bias
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downstream tasks(Jäger, Allhorn, and Bießmann 2021). Ma-
chine learning methods such as k-nearest neighbors (Troy-
anskaya et al. 2001) and matrix completion (Hastie et al.
2015) can capture higher-order interactions between data
from both sample and feature perspectives. However, they
normally make strong assumptions about data distribution
or missing data mechanisms and hardly generalize to un-
seen samples (You et al. 2020). Some solutions, e.g. MIRA-
CLE (Kyono et al. 2021), try to discover causal relations
between features which are only small parts of all possi-
ble relations. GINN (Spinelli, Scardapane, and Uncini 2020)
discovers relations between samples while failing to model
relations between samples and features. These methods typ-
ically fall short since they do not employ a data structure that
can simultaneously capture the intricate relations in features,
samples, and their combination.

A graph is a data structure that can describe relation-
ships between entities. It can model complex relations be-
tween features and samples without restricting predefined
heuristics. Several Graph Neural Networks(GNNs)-based
approaches have been recently proposed for graph-based
data imputation. Those approaches generally transform tab-
ular data into a bipartite graph with samples and features
viewed as two types of nodes and the observed feature val-
ues as edges (Berg, Kipf, and Welling 2017; You et al. 2020).
However, due to a lack of sample relations, those solutions
commonly treat all samples equally and only rely on differ-
ent GNN algorithms to learn this pure bipartite graph. They
fail to use one basic observation, “similar sample should give
more information about missing values”. The observation,
we argued, demands us to differentiate the importance of
samples during the graph learning process.

Fig. 1 highlights the importance and difficulty in using the
latent samples relations for data imputation. The tabular data
with some missing data(Fig. 1a) can be easily transformed
into a bipartite graph (Fig. 1b) and learned with GNNs solu-
tions. However, if we know the ground-truth samples, we
can form so-called friend networks by connecting similar
samples with additional edges, shown in Fig. 1b. If we can
fully exploit the friend network(by IGRM), the MAE of data
imputation significantly drops, as shown in Fig. 1c. It clearly
shows the importance of adopting the friend network. How-
ever, the large portion of missing data makes it hard to ac-
quire accurate relations among samples. The cosine similar-
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Figure 1: Imputation with friend network. Gray indicates
missing values. Similar samples are marked with the same
color with the ground-truth in a) and missing data in b). c)
shows the trend of IGRM with adding an ideal friend net-
work on Concrete in UCI dataset. d) shows similarity differ-
ence between ground-truth and data with missing.

ity on samples with missing data can be significantly biased,
as shown in Fig. 1d, especially when the missing ratio is
above 50%. Thus, a new mechanism is needed to learn ac-
curate sample relations under a high missing ratio.

This paper proposes IGRM, an end-to-end Iterative graph
Generation and Reconstruction framework for Missing data
imputation. IGRM goes beyond the bipartite graph with the
equal sample used in (You et al. 2020) by using the friend
network to differentiate the bipartite graph learning process.
IGRM also addresses the problem of how to generate an
accurate friend network under a high missing ratio with an
end-to-end optimization solution.
Contributions. 1) We propose a novel usage of “friend net-
work” in data imputation. The introduction of the friend
network augments traditional bipartite graphs with capabili-
ties to differentiate sample relations. 2) To build an accurate
friend network under missing data, IGRM is designed to be
end-to-end trainable. The friend network is continuously op-
timized by the imputation task and is used to further opti-
mize the bipartite graph learning process with differentiated
message passing. 3) Instead of using plain attribute similar-
ity, we innovatively propose the use of node embedding to
reduce the impacts of a large portion of missing data and
diverse distributions of different attributes. 4) We compared
IGRM with nine state-of-the-art baselines on eight bench-
mark datasets. Compared with the second-best baselines,
IGRM yields 9.04% lower mean absolute error (MAE) at
the 30% data missing rate and even higher improvements in
data with higher missing rates. A set of ablation studies also
prove the effectiveness of our proposed designs.

Related Work
Studies on data imputation can be generally classified into
the following three streams.

Statistics-based include single imputations and multiple
imputations. Single imputations are calculated only with the
statistical information of non-missing values in that feature
dimension (Little and Rubin 1987; Acuna and Rodriguez
2004; Donders et al. 2006), leading to possible distorted re-
sults due to biased sample distributions. Multivariate impu-
tation by chained equations(MICE) (Buuren and Groothuis-
Oudshoorn 2010; White, Royston, and Wood 2011; Azur
et al. 2011) performs data imputation by combing multi-
ple imputations. However, it still relies on the assumption of
missing at random(MAR) (Little and Rubin 1987). Beyond
the MAR assumption, MICE might result in biased predic-
tions (Azur et al. 2011).

Machine and Deep-learning based have been devel-
oped to address imputation, including k-nearest neigh-
bors(KNN), matrix completion, deep generative techniques,
optimal transport, and others. KNNs (Troyanskaya et al.
2001; Keerin, Kurutach, and Boongoen 2012; Malarvizhi
and Thanamani 2012) are limited in making weighted av-
erages of similar feature vectors, while matrix comple-
tions(Hastie et al. 2015; Genes et al. 2016; Fan, Zhang,
and Udell 2020) are transductive and cannot generalize to
unseen data. Deep generative techniques include denoising
auto-encoders(DAE) (Vincent et al. 2008; Nazabal et al.
2020; Gondara and Wang 2017) and generative adversarial
nets(GAN) (Yoon, Jordon, and Schaar 2018; Allen and Li
2016). They demand complete training datasets and may in-
troduce bias by initializing missing values with default val-
ues. OT (Muzellec et al. 2020) assumes that two batches ex-
tracted randomly in the same dataset have the same distribu-
tion and uses the optimal transport distance as a training loss.
Miracle (Kyono et al. 2021) encourages data imputation to
be consistent with the causal structure of the data by iter-
atively correcting the shift in distribution. However, those
approaches fail to exploit the potential complex structures in
and/or between features and samples.

Graph-based. Several graph-based solutions are pro-
posed with state-of-art data imputation performances. Both
GC-MC (Berg, Kipf, and Welling 2017) and IGMC (Zhang
and Chen 2019) use the user-item bipartite graph to achieve
matrix completion. However, they assign separate process-
ing channels for each rating type and fail to generalize to the
continuous data. To address this limitation, GRAPE (You
et al. 2020) adopts an edge learnable GNN solution and can
handle both continuous and discrete values. However, its
pure bipartite graph solution largely ignores potentially im-
portant contributions from similar samples. GINN (Spinelli,
Scardapane, and Uncini 2020) exploits the euclidean dis-
tance of observed data to generate a graph and then recon-
struct the tabular by graph denoising auto-encoder.

Preliminaries
Let data matrix D ∈ Rn×m indicate the tabular with miss-
ing data, consisting of n samples and m features. Let U =
{u1, ..., un} and V = {v1, ...vm} be the sets of samples and
features respectively. The j-th feature of the i-th samples is
denoted as Dij . A binary mask matrix N ∈ {0, 1}n×m is
given to indicate the location of missing values in tabular,

11400



where Dij is missing only if Nij = 0. In this paper, the
goal of data imputation is to predict the missing data point
D̂ij at Nij = 0.
Definition 1. Data matrix as a bipartite graph. Data matrix
D can be formulated as a undirected bipartite graph B =
(U,V,E). E is the edge set where Eij is an edge between
ui and vj : E = {(ui, vj , eij)|ui ∈ U, vj ∈ V,Nij = 1}
where the weight of the edge equals the value of the jth fea-
ture of sample i, eij = Dij . Here, nodes in U,V do not natu-
rally come with features. Similar to the settings of GRAPE,
let vector consist of vector 1 in m dimension as U node fea-
tures and m-dimensional one-hot vector as V node features.
Definition 2. Friend network. F = (U,A) represents sim-
ilarity among the samples U by connecting similar samples
denoted with a binary adjacency matrix A ∈ {0, 1}n×n. For
any two samples ui, uj ∈ U, if they are similar, Aij = 1.
Here, let N (i) denotes function that returns the set of sam-
ples whom ui directly connects with in F .
Definition 3. Cosine similarity with missing data. With the
existence of missing values, the cosine similarity between
two samples is defined as follows:

Sij = cos(Di: ⊙ (Ni ⊙Nj),Dj: ⊙ (Ni ⊙Nj)) (1)

where ⊙ stands for the Hadamard product between vectors,
cos is the cosine similarity function. It computes pairwise
similarity for all features, but only non-missing elements
of both vectors are used for computations. As illustrated in
Fig. 1d, this formulation might introduce a large bias since it
is calculated on the subspace of non-missing features. When
Ni ⊙Nj = ∅, the calculated similarity would be NaN and
is hard to be used for similarity evaluation.
Definition 4. Sample embedding-based similarity. The sim-
ilarity of two samples ui and uj can be calculated with their
embeddings pi and pj :

S
′

ij = cos(pi,pj) (2)

Here, the sample embedding pi can represent the ob-
served values of the i-th sample. As it is generated from
structural and feature dimensions, the embedding-based
similarity calculation is more reliable than Eq. 1.

IGRM
This section shows the basic structure of IGRM and illus-
trates designs that allow for the end-to-end learning of an
accurate friend network with missing data.

Network Architecture
Fig.2 shows the overall architecture and training process at
t-th iteration. IGRM is comprised of two modules: the graph
imputation learning module for bipartite graph B learning
(left part of Fig.2) and the friend network augmentation
module (right part). Existing GNNs solutions only have a
graph imputation learning module and learn the data impu-
tation model with an edge-level prediction function f in the
bipartite graph B. The D̂ij = fij(B) by minimizing the dif-
ference between D̂ij and Dij . In comparison, IGRM intro-
duces a novel friend network augmentation module that does
not exist in other Graph-based imputation solutions.

In IGRM, the key problem lies in how to generate an ac-
curate friend network under the distribution deviation intro-
duced by the missing data and how can the bipartite graph
B and the friend network F effectively integrate knowledge
from each other. Here, we use Graph Representation Learn-
ing (GRL) (Hamilton, Ying, and Leskovec 2017b) to distill
important graph knowledge into dense embeddings from the
friend network F . Here, let p̂ represent the sample embed-
dings distilled from the friend network. Then, the bipartite
graph learning can be changed from only the bipartite graph
B to the combination of both B and p̂.

f̂ij(B, p̂)→ D̂ij ∀Nij = 0 (3)
On the other hand, F can be optimized with the support

of B. Here, let p represent the sample embeddings distilled
from the bipartite graph B. As p presents the high-level ab-
straction of samples and can be used as an accurate base
for the friend network (re)construction. We can get better p
during the GRL training process. We define a function that
takes the updated p(t) to generate an optimized new friend
network Ã(t). The friend network augmentation includes
network structure augmentation and node feature augmen-
tation. Of course, to avoid possible bias introduced by the
missing data, we randomly initialize F with arbitrary num-
bers of new edges between samples. The initialization pro-
cess can generally be replaced with any suitable method.
Here, IGRM can be degraded to an existing solution with no
relation discovery, e.g., GRAPE, or with one-round relation
discovery, e.g., GINN.

Bipartite Graph Learning
In the bipartite graph, the edges of the bipartite graph carry
important non-missing value information. Here, we follow
the G2SAT (You et al. 2019) to learn the bipartite graph with
a variant of GraphSAGE (Hamilton, Ying, and Leskovec
2017a), which can utilize the edge attributes. The source
node embedding pi(qj) and edge embedding eij are con-
catenated during message passing:

h
(l)
i ←Mean(σ(W(l) · Concat(q

(l−1)
j , e

(l−1)
ij ) (4)

where l indicates the l-th layer, Mean denotes the mean
operation with a non-linear transformation σ, Concat is an
operation for concatenation, and W is the trainable weight.
Node embedding is updated by:

p
(l)
i ← σ(Ŵ(l) · Concat(p

(l−1)
i ,h

(l)
i )) (5)

where Ŵ is trainable. Edge embedding is updated by:

e
(l)
ij ← σ(Q(l) · Concat(e

(l−1)
ij ,p

(l)
i ,q

(l)
j ) (6)

where Q is the trainable weight. Eq.4, 5 and 6 are shown as
step-1 in Fig.2. Let p(t) and q(t) be the sample and feature
embeddings at the last layer of t-th iteration.

Friend Network Augmentation & Learning
During training, the friend network should be continuously
optimized from both the structure and the feature perspec-
tives. Then, the optimized friend network should also be en-
coded to support the bipartite graph learning.
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Figure 2: Overall architecture of the proposed IGRM framework in t-th iteration.

Augmentation. From the bipartite GRL module, we can
obtain the sample embeddings p(t) for F . These embed-
dings carry rich information and to some extent, can mitigate
the impacts of missing data. Thus, this information is being
used to guide the friend network (re)construction process for
both feature and structure augmentation.
Feature Augmentation. Instead of using the 1 as features in
GRAPE, IGRM uses the vector p(t) as the feature of friend
network F . Let X̂(t) as the feature matrix of F , we have

X̂(t) = p(t) (7)

Differentiable Structure Augmentation. Here, we propose
a novel structure reconstruction component that can con-
tinuously optimize the friend network structure according
to p(t). Here, we use Graph auto-encoder (GAE) (Kipf
and Welling 2016) to learn class-homophilic tendencies in
edges (Zhao et al. 2021) with an edge prediction pretext task.
GAE takes initial A and X̂(t) as input and outputs an edge
probability matrix M(t). Of course, GAE can generally be
replaced with any suitable models.

M(t) = σ(ZZT ),Z = GCN1(A, GCN0(A, X̂(t))) (8)

where Z is the hidden embedding learned from the encoder,
σ is the activation function. Then, M(t) is the edge proba-
bility matrix established by the inner-product decoder. The
higher the Mij , the higher possibility the sample i and j are
similar. Thus, we can use M(t) to generate the new structure
of F (t). Eq.8 is shown as step-2 in Fig. 2.

However, the sampling process of edges from M(t), such
as argmax(M(t)), would cause interruption of gradient
back propagation since samples from a distribution on dis-
crete objects are not differentiable with respect to the dis-
tribution parameters(Kusner and Hernández-Lobato 2016).
Therefore, for trainable augmentation purpose, we employ
Gumbel-softmax reparameterization(Jang, Gu, and Poole

2016; Maddison, Mnih, and Teh 2016) to obtain a differen-
tiable approximation by building continuous relaxations of
the discrete parameters involved in the sampling process.

Ã(t) =
exp((log(M

(t)
ij ) + gi)/τ∑k

j=i exp((log(M
(t)
ij ) + gj)/τ)

(9)

where gi · · · gk are independent and identically distributed
samples drawn from Gumbel(0,1) and τ is the softmax tem-
perature. The friend network is reconstructed as F (t) =

(U, Ã(t)). Eq.9 is shown as step-3.

Representation Learning In order to let similar samples
contribute more useful information, we need to encode the
friend network into embeddings so F can be easily used for
the bipartite graph imputation learning. Here, we adopt the
well-known GraphSAGE onF (t) for representation learning
in which nodes use M(t) to perform weighted aggregation of
neighbor information. It takes X̂(t), Ã(t) and M(t) as input
and outputs the embeddings p̂(t):

p̂
(t)
i ← δ(O · Concat(p

(t)
i ,

∑
uj∈N (i)

X̂
(t)
j M

(t)
ij )) (10)

where O is the trainable weight, δ is the activation function.
Eq.10 is shown as step-4.

Imputation Task
Missing values are imputed with corresponding node em-
beddings p̂(t) and q(t):

Ypred = σ(f(Concat(p̂(t),q(t)))) (11)

We then optimize models with the edge prediction task. The
imputation loss L is:

L = CE(Ypred,Y) +MSE(Ypred,Y) (12)
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where Y = {Dij |∀Nij = 0}, we use cross-entropy (CE)
when imputing discrete values and use mean-squared error
(MSE) when imputing continuous values. Eq.11 and 12 are
shown as step-5. The full process is illustrated in Algorithm
1.

Algorithm 1: General Framework for IGRM
Input: B = (U,V,E), N, A, iteration T
Output: Ŷ, Ã

1: X← 1 if continuous else ONEHOT
2: t← 0
3: while t < T do
4: p(t),q(t) ← GNN1(X,E) using Eq.4, 5 and 6
5: X̂(t) = p(t)

6: if reconstruct then
7: M(t) ← GAE(A, X̂(t)) using Eq.8
8: Ã(t) ← Sampling(M(t)) using Eq.9
9: end if

10: p̂(t) ← GNN2(X̂
(t), Ã(t),M(t)) using Eq.10

11: Ypred = σ(f(CONCAT (p̂(t),q(t))))
12: L = CE(Ypred,Y) +MSE(Ypred,Y)
13: t← t+ 1
14: end while

Experiments
Experimental Setup
Dataset We evaluate IGRM on eight real-world datasets
from the UCI Machine Learning repository (Asuncion and
Newman 2007) and Kaggle1. The first four datasets come
from UCI and others come from Kaggle. These datasets con-
sist of mixed data types with both continuous and discrete
variables and cover different domains: biomedical(Heart,
Diabetes), E-commerce, finance(DOW30), etc. The sum-
mary statistics of these datasets are shown in Table 1.

Dataset Samples # Disc. F. # Cont. F. #
Concrete 1030 0 8
Housing 506 1 12
Wine 1599 0 11
Yacht 308 0 6
Heart 1025 9 4
DOW30 2448 0 12
E-commerce 10999 7 3
Diabetes 520 15 1

Table 1: Properties of eight datasets, Disc. short for discrete,
Cont. short for continuous, and F. short for features.

Baseline models We compare IGRM against nine com-
monly used imputation methods, including statistical meth-
ods and machine learning models. The implementations
used are mainly from respective papers. Mean: a feature-
wise mean imputation. KNN (Hastie et al. 2015): the

1https://www.kaggle.com/datasets

mean of the K-nearest observed neighbors as imputation.
MICE (Buuren and Groothuis-Oudshoorn 2010): provides
multiple imputation values for each missing value with
different missing assumptions. SVD (Troyanskaya et al.
2001): imputes data by performing single value decompo-
sition on the dataset. Spectral (Mazumder, Hastie, and Tib-
shirani 2010): imputes data with a soft-thresholded SVD.
GAIN (Yoon, Jordon, and Schaar 2018): imputes data us-
ing Generative Adversarial Nets. OT (Muzellec et al. 2020):
a deep neural distribution matching method based on opti-
mal transport (OT). Here, the Sinkhorn variant is chosen.
Miracle (Kyono et al. 2021): a causally-aware imputation
framework. GINN (Spinelli, Scardapane, and Uncini 2020):
an imputation framework based on the graph denoising au-
toencoder. GRAPE (You et al. 2020):a pure bipartite graph-
based framework for feature imputation.

Parameter settings For all baselines, we follow their de-
fault settings from their papers. IGRM employs three vari-
ant GraphSAGE layers with 64 hidden units for bipartite
GRL and one GraphSAGE layer for friend network GRL.
The Adam optimizer with a learning rate of 0.001 and the
ReLU activation function is used. In the process of initializ-
ing F , we randomly connect samples with sample size |U|
edges to build the initial friend network. This structure of
the friend network is reconstructed per 100 epochs during
the bipartite graph training. As the datasets are completely
observed, we introduce certain percentages of missing data
with missing with complete random mask(MCAR), miss-
ing at random (MAR), and missing not at random (MNAR)
with different missing ratios. We treat the observed values as
train set and missing values as the test set. Values are scaled
into [0, 1] with the MinMax scaler (Leskovec, Rajaraman,
and Ullman 2020). For all experiments, we train IGRM for
20,000 epochs, run five trials with different seeds and report
the mean of the mean absolute error(MAE). Due to page
limits, results for MAR and MNAR with settings (Muzellec
et al. 2020) are shown in Appendix.

Experimental Results
Table 2 shows the mean of MAE compared with various
methods with 30% and 70% missing ratios, the best re-
sult is marked in bold, and the second is underlined. For
30% missing, IGRM outperforms all baselines in 7 out of 8
datasets and reaches the second best performance in Heart,
and its MAE is 2%˜31% lower compared with the best base-
line GRAPE. Mean imputation only uses a single dimen-
sion of features for imputation and reaches almost the worst
results. SVD and Spectral highly depend on certain hyper-
parameters, which results in erratic performance across dif-
ferent datasets, even worse results in 5 datasets than Mean.
GAIN is also not stable. It has the most significant vari-
ance and gets the worst result in Yacht. GRAPE explicitly
models the pure bipartite graph and learns highly expressed
representations of observed data. Its performance is compa-
rably stable and usually ranks second. However, it fails to
get weights from similar samples. IGRM introduces a friend
network based on the pure bipartite graph, encouraging in-
formation propagation between similar samples, which is

11403



Dataset Concrete Housing Wine Yacht Heart DOW30 E-commerce Diabetes
Ratio 30% 70% 30% 70% 30% 70% 30% 70% 30% 70% 30% 70% 30% 70% 30% 70%

Mean 1.83 1.81 1.82 1.82 0.98 0.98 2.14 2.18 2.33 2.33 1.53 1.53 2.51 2.51 4.37 4.35
KNN 1.25 1.74 0.96 1.52 0.80 1.11 2.18 2.72 1.11 2.35 0.40 1.11 2.76 2.83 2.57 4.09
MICE 1.36 1.73 1.16 1.61 0.76 0.93 2.09 2.25 2.04 2.27 0.59 1.22 2.43 2.57 3.32 4.00
SVD 2.15 2.26 1.44 2.11 1.08 1.27 2.80 3.26 2.43 3.03 0.94 1.55 2.75 3.06 3.64 4.36
Spectral 2.01 2.56 1.44 2.21 0.92 1.45 2.94 3.58 2.34 3.04 0.78 2.01 3.10 3.64 3.97 4.71
GAIN 1.52 1.87 1.35 1.74 0.92 1.06 13.28 13.31 2.20 2.31 1.23 1.48 2.61 2.59 3.40 3.85
OT 1.18 1.76 0.91 1.29 0.78 1.02 1.75 2.57 1.82 2.15 0.44 0.85 2.57 2.58 2.50 3.60
Miracle 1.30 1.90 1.11 2.50 0.73 1.66 1.88 4.89 2.03 4.23 0.62 2.86 2.43 3.31 3.62 7.50
GINN 1.68 1.56 1.63 1.69 1.17 0.96 1.80 2.10 1.95 1.81 1.50 1.37 2.67 2.93 4.28 4.10
GRAPE 0.86 1.67 0.76 1.21 0.63 0.93 1.61 2.35 1.55 2.23 0.20 0.50 2.35 2.51 2.49 3.91
IGRM 0.74 1.42 0.69 1.02 0.62 0.92 1.11 2.05 1.51 2.24 0.18 0.27 2.27 2.41 2.41 3.69

Table 2: Comparisons of averaged(*10) MAE values for missing data imputation on eight datasets with 30% and 70% MCAR.
Results are enlarged by 10 times. Results for MAR and MNAR hold similar trends and can be found in Appendix

Dataset Concrete Housing Wine Yacht Heart DOW30 E-commerce Diabetes Time

IGRM 0.74±0.01 0.69±0.01 0.62±0.00 1.11±0.07 1.51±0.01 0.18±0.01 2.27±0.01 2.41±0.02 0.01
w/o GAE 0.86±0.01 0.80±0.02 0.64±0.00 1.63±0.06 1.62±0.01 0.20±0.00 2.35±0.01 2.68±0.04 0.01
once GAE 0.80±0.01 0.73±0.02 0.63±0.01 1.33±0.04 1.57±0.07 0.20±0.00 2.31±0.02 2.56±0.08 0.01

IGRM-cos 0.76±0.01 0.70±0.01 0.63±0.01 1.29±0.04 1.50±0.01 0.19±0.01 2.27±0.01 2.38±0.03 86.50
IGRM-rule 0.76±0.00 0.69±0.01 0.62±0.01 1.09±0.01 1.55±0.03 0.19±0.01 2.27±0.00 2.40±0.04 12.99

Table 3: Ablation study. The time reported here is the initialization time(seconds) of friend network in Concrete.

Figure 3: Averaged MAE of feature imputation with differ-
ent missing ratios over five trials.

beneficial for imputation. Furthermore, the performances of
most baselines are worse than Mean under the 70% missing
ratio, while IGRM still maintains good performance.

Different missing ratio To examine the robustness of
IGRM with respect to the missing ratios of the data matrix:
0.1,0.3,0.5,0.7. The curves in Fig.3 demonstrate the trends
of all methods. With the increase of the missing ratio, the
performance of almost all algorithms except for Mean, gen-
erally decreases. In comparisons, IGRM consistently out-
performs other baselines across almost the entire range of

missing ratios. In the missing ratio of 0.1, KNN also per-
forms well. A possible explanation for these results is that
low missing ratios do not significantly distort the cluster-
ing results. However, KNN suffers significant performance
deterioration with a high missing ratio due to the large simi-
larity deviation from missing data. While IGRM relieves the
problem of data sparse by constructing the friend network.

Embedding Evaluation
In this section, we evaluate the qualities of generated sample
embeddings from IGRM.

Quality of embeddings We visualize sample embeddings
of IGRM and GRAPE with t-SNE (Laurens and Hinton
2008) and calculate the average silhouette score (Rousseeuw
1987) for all sample embeddings. We compare them with
the clusters generated with the ground-truth complete tab-
ular data. The higher value of the silhouette score means
embeddings are better separated. Fig.4 shows the embed-
dings distribution in Yacht. We can observe that IGRM tends
to be better clustered and have clearer boundaries between
classes than GRAPE. IGRM has a silhouette score of 0.17,
about 35.7% higher than 0.14 in GRAPE. As a result, IGRM
achieves a MAE 31% lower than GRAPE.

Evolution of embeddings To prove the effectiveness of
iterative friend network reconstruction, we show the cosine
similarity deviation distribution at 1st, 1,000th, 5,000th, and
10,000th epoch in DOW30 and Yacht with missing ratio 0.3.
Fig.5 shows that the quality of generated embeddings grad-
ually improves during the training process. The similarity
deviation in the 1st epoch is relatively high with most dis-
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(a) IGRM-Yacht(0.17) (b) GRAPE-Yacht(0.14)

Figure 4: The t-SNE embeddings of nodes from IGRM and
GRAPE. The value in () indicates the silhouette coefficient.

(a) DOW30 (b) Yacht

Figure 5: Trends of similarity deviation distribution during
training with missing ratio 0.3. The deviation is the absolute
value of the difference between the generated embeddings
similarity and the ground-truth similarity.

tributed around 0.3∼0.6 and a few less than 0.2. During
training, the quality of the embeddings is much improved.
The similarity of node embeddings at the 5,000th epoch is
already highly close to the ground truth. It verifies the effec-
tiveness of the iterative friend network reconstruction.

Ablation Study
In this subsection, we study the impact of different designs
and show their impacts on the data imputation.

Impacts from friend network reconstruction. We test
the performance with the friend network reconstruction
component turned off(w/o GAE) or only reconstructing the
friend network once at the first epoch(once GAE). The re-
sults are shown in Table. 3. IGRM(w/o GAE) suffers signif-
icant performance deterioration consistently on all datasets,
sometimes even worse than GRAPE. We conjecture this
is because the initial random-generated friend network is
very noisy. Training on a random friend network with-
out reconstruction can hardly helpful. With even one re-
construction, IGRM(once GAE) achieves significant perfor-
mance improvements over IGRM(w/o GAE) across almost
all tested datasets. This result clearly shows the effective-
ness of friend network reconstruction. For the iterative re-
construction, almost all compared datasets show further im-
provements when the friend network is optimized iteratively,
compared to IGRM(once GAE). Results demonstrate that
the friend network at the early stage is inaccurate, and the
iterative reconstruction is essential for IGRM,

Impacts of friend network initialization. We fur-
ther investigate how the friend network’s initialization

method(random, rule, cos) affects IGRM’s performance.
IGRM-cos calculates the exploits cosine similarity among
samples and connects the most similar sample pairs with
the same number of IGRM-random. IGRM-rule uses FP-
growth (Han, Pei, and Yin 2000) to mind frequent data pat-
terns in samples and connects samples failing in the same
rule. In IGRM-rule, we discrete the continuous data with
Davies-Bouldin index (Davies and Bouldin 1979) to handle
continuous features. Detailed descriptions of the IGRM-rule
can be found in Appendix. The lower part of Table. 3 shows
three methods have no significant performance differences
while the random initialization is about four orders faster.
The complexity of IGRM-rule is O(nlogn) and even higher
O(n2) for IGRM-cos. As the iterative reconstruction pro-
cess can largely mitigate the importance of friend network
initialization, IGRM uses random initialization as default.

Network reconstruction frequency One of the major
overheads introduced by IGRM is the friend network re-
construction. Table. 4 shows the effect of friend network re-
construction with different update frequencies(per 1/10/100
epochs). The speedup ratio is the time spent with recon-
struction per 1 epoch divided by reconstruction with other
frequencies. Results before / are time ratio between per 1
and 10 epochs and after are time ratio between per 1 and
100 epochs. With different update frequency, the imputa-
tion results largely unchanged. However, a large speed up
is observed when per 100 epochs is used, especially for big
datasets, e.g. E-commerce. Therefore, IGRM reconstructs
the friend network per 100 epochs.

Per # Epoch 1 10 100 Speedup
Concrete 0.76±0.01 0.74±0.01 0.74±0.02 4.36/6.53
Housing 0.69±0.01 0.68±0.01 0.69±0.01 1.51/2.03
Wine 0.62±0.01 0.61±0.00 0.62±0.01 4.16/6.24
Yacht 1.12±0.09 1.06±0.07 1.11±0.08 1.71/1.92
Heart 1.60±0.03 1.52±0.03 1.51±0.03 3.18/4.37
DOW30 0.19±0.00 0.19±0.00 0.18±0.01 5.37/9.40
E-commerce 2.28±0.01 2.27±0.01 2.27±0.00 8.22/27.48
Diabetes 2.42±0.03 2.45±0.03 2.41±0.04 1.93/2.14

Table 4: Results and speedup v.s network update frequency.

Conclusion
In this paper, we propose IGRM, an iterative graph gen-
eration and reconstruction based missing data imputation
framework. First, we transform the missing data imputation
problem into an edge-level prediction problem. And under
the assumption that similar nodes would have similar em-
beddings, we cast the similarity relations modeling prob-
lem in sample nodes as node embeddings similarity prob-
lem. IGRM jointly and iteratively learning both friend net-
work structure and node embeddings optimized by and for
the imputation task. Experimental results demonstrate the
effectiveness and efficiency of the proposed model. In the
future, we plan to explore effective techniques for handling
the missing data problem in large datasets.
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