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Abstract

Federated learning aims to collaboratively train models with-
out accessing their client’s local private data. The data may
be Non-IID for different clients and thus resulting in poor
performance. Recently, personalized federated learning (PFL)
has achieved great success in handling Non-IID data by en-
forcing regularization in local optimization or improving the
model aggregation scheme on the server. However, most of
the PFL approaches do not take into account the unfair com-
petition issue caused by the imbalanced data distribution and
lack of positive samples for some classes in each client. To
address this issue, we propose a novel and generic PFL frame-
work termed Federated Averaging via Binary Classification,
dubbed FedABC. In particular, we adopt the “one-vs-all” train-
ing strategy in each client to alleviate the unfair competition
between classes by constructing a personalized binary classifi-
cation problem for each class. This may aggravate the class
imbalance challenge and thus a novel personalized binary clas-
sification loss that incorporates both the under-sampling and
hard sample mining strategies is designed. Extensive experi-
ments are conducted on two popular datasets under different
settings, and the results demonstrate that our FedABC can
significantly outperform the existing counterparts.

Introduction

Federated learning (FL) is an emerging machine learning
paradigm that trains an algorithm across multiple decentral-
ized clients (such as edge devices) or servers without exchang-
ing local data samples (McMahan et al. 2017). In this big data
era, large-scale data are becoming increasingly popular, but
also suffer the risk of data leakage. FL aims at addressing this
issue by letting the clients update models using private data
and the server periodically aggregate these models for multi-
ple communication rounds. Such decentralized learning has
shown its great potential to facilitate real-world applications,
including healthcare (Xu et al. 2021), user verification (Hos-
seini et al. 2021) and the Internet of Things (IoT) (Zheng
et al. 2022; Huang et al. 2022a).
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Figure 1: An illustration of different situations of data distri-
butions in FL: (a) ideal i.i.d; (b) long-tail; (c) and (d) lack of
positive samples for some classes.

A key challenge in federated learning is the training
given non-independent and identically distributed (non-i.i.d.)
data (Hsieh et al. 2020). Due to the varied data distribu-
tions among different clients, the single global model (GM)
obtained by simple averaging is hard to cater for all hetero-
geneous clients. Besides, clients update the global model on
their local dataset, making local model misaligned and lead-
ing to weight divergence (Zhao et al. 2018). These issues have
been found to result in unstable and slow convergence (Li
et al. 2020) and even extremely poor performance (Li et al.
2021a).

To deal with heterogeneity in FL, numerous solutions have
been proposed, such as the ones that constrain the direction of
local model update to align the local and global optimization
objectives (Li et al. 2020; Karimireddy et al. 2020; Acar et al.
2021; Zhang et al. 2022; Liu et al. 2022). Personalized feder-
ated learning (PFL) (Smith et al. 2017; Huang et al. 2022b;
Dai et al. 2022) is a promising solution to addresses this
challenge by jointly learning multiple personalized models
(PMs), one for each client. For instance, references (Collins
et al. 2021; Liang et al. 2020; Sun et al. 2021) exploit flexible
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Figure 2: An illustration of the poor performance for some
classes that have few or no positive samples. The middle
and last columns are results after 10 and 50 rounds of global
aggregation and local updating, respectively.

parameter sharing strategies that only transmit partial model
parameters, and the local models are regularized using a learn-
able global model (T Dinh, Tran, and Nguyen 2020; Hanzely
et al. 2020; Li et al. 2021b), Dai et al. (2022); Huang et al.
(2022b) adopt sparse training to achieve personalization.

However, all these approaches merely conduct an extra
regularization or improve the aggregation strategy, which
ignore some extraordinary situations of data distribution (see
Figure 1) that often exist in FL clients. The situations can
be divided into two categories: 1) imbalanced class distribu-
tion (He and Garcia 2009), where some classes have much
more/less samples than others; 2) lacking positive samples
for some classes, and the probability of occurrence increases
with the degree of heterogeneity. In these extreme cases, if
the ubiquitous Softmax function (together with cross-entropy
loss) (Jang, Gu, and Poole 2016) is adopted, the normaliza-
tion would enforce all the class logits summed to one, and
thus induce competition among different classes. That is,
increasing the confidence of one class will necessarily de-
crease the confidence of some other classes. This can easily
lead to over-confident predictions (Guo et al. 2017) for domi-
nated classes, sub-optimal performance for minority classes
and extremely poor performance for classes that lack posi-
tive samples (see Figure 2). Although communicating with
the server can alleviate this issue to some extent, the neural
weights of each model can be randomly permuted and thus
hard to fully assemble knowledge of all clients. Besides, the
classes that have poor performance in local models are hard
to achieve promising global performance by indiscriminately
point-wise-averaging.

To address the unfair competition between classes in FL
clients, we propose a novel method that boosts the perfor-
mance of standard PFL termed Federated Averaging via
Binary Classification (FedABC), which adopts the well-
known “one-vs-all” strategy (Rifkin and Klautau 2004; Wen
et al. 2021) to reduce the unfair competition among classes
and focus more on personalized classes. Different from the
traditional multi-class classification training based on Soft-
max, our FedABC performs binary classification for each
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category, where the feature extractors are shared for differ-
ent classes. In particular, given K classes in the training set,
FedABC constructs K binary classification problems, where
data from the target class are treated as positive samples and
data from the remaining classes are treated as negative sam-
ples. By employing this strategy, the classes that have few
or even no positive samples will not be suppressed by the
majority categories in the prediction, and thus can be liber-
ated from unfair competition. This enables us to focus on
each class and personally deal with its issue of either data
imbalancing or lacking of positive samples, which is tackled
by designing a novel and effective binary loss function that
incorporates both the under-sampling (Yen and Lee 2009)
and hard-sample mining (Schroff, Kalenichenko, and Philbin
2015; Wu et al. 2017) strategies. These strategies focus on
the learning of hard samples and reducing the impact of easy
samples.
To summarize, the main contributions of this paper are:

* We propose a novel FL. method termed FedABC that
adopts a binary classification strategy to increase person-
ality of the learning for each class and liberate the differ-
ent classes from unfair competition for the heterogeneous
clients;

We design an effective binary loss function to alleviate the
imbalanced data and insufficient positive sample issues
by incorporating both the hard-sample mining and under-
sampling strategies.

We conduct extensive experiments on two popular visual
datasets (CIFAR-10 and MNIST) under four heterogeneity
settings. The results demonstrate the effectiveness of the
proposed FedABC over the competitive baselines.

Related Work

Federated Learning is a machine learning paradigm that
aims to collaboratively learn a model via coordinated com-
munication with multiple clients, which do not access to
the client’s local data. FedAvg (McMahan et al. 2017), a
well-known FL algorithm, learns a global model by simple
averaging the local models. A variety of recent works have
proposed for FL and achieved promising results. For exam-
ple, (Li et al. 2020; Karimireddy et al. 2020; Acar et al.
2021) add regularization term to restrain the client’s training
process from moving too far and thus alleviate client drift.
Personalized Federated Learning (PFL) (Smith et al. 2017)
addresses this challenge by jointly learning multiple person-
alized models, one for each client. For example, (Collins
et al. 2021; Liang et al. 2020; Sun et al. 2021) exploit flexible
parameter sharing strategies that only transmitting partial
model parameters between clients and server. Besides, lo-
cal fine-tuning (Wang et al. 2019),meta-learning (Chen et al.
2018; Khodak, Balcan, and Talwalkar 2019) and multi-task
learning (Smith et al. 2017) are also introduced in PFL.

Imbalanced Classification (Huang et al. 2016) aims to
train a model on the dataset where a few class occupy most
instances and remaining classes have few instances. In such
case, typical models perform biasedly toward the majority
classes and poorly on the minority classes (Japkowicz and
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Figure 3: Overview of the proposed federated averaging via binary classification (FedABC) framework, which is based on the
vanilla federated learning paradigm, where the server orchestrates the learning amongst clients and is responsible for aggregating
the client personalized model parameters. In the local training process, FedABC adopts the “one-vs-all” training strategy that
learns an independent binary classifier for each category, while the feature extractor is shared. This may lead to severe class
imbalancing problem, and some classes may have no positive samples, and therefore a novel personalized binary classification

loss is designed.

Stephen 2002; He and Garcia 2009; Van Horn and Perona
2017; Buda, Maki, and Mazurowski 2018). To address this
challenge, a numerous works have been proposed and can be
divided into two categories in general: 1) re-sampling (Shen,
Lin, and Huang 2016; Geifman and El-Yaniv 2017; Zou
et al. 2018), which usually employs over-sampling (Kang
et al. 2019) for the minority class or under-sample (Drum-
mond, Holte et al. 2003) for the majority class to re-balance
data distribution. Over-sampling adds repeated samples for
the minority class and sometimes causes over-fitting. A re-
cently work (Katharopoulos and Fleuret 2018) shows that
most samples of the majority class contribute less for later
model training, such as the easy-samples; 2) cost-sensitive
re-weighting (Aurelio et al. 2019; Hong et al. 2021; Ren
et al. 2020), which assigns important-weight for samples to
increase the occupy of minority class and reduce the occupy
of majority class. For example, some methods assign weight
by using the inverse square root of class frequency or its
smooth version. Besides, the Focal loss (Lin et al. 2017) is
a classic solution for the imbalanced classification problem,
and the main idea is to focus on learning the hard sample and
reduce the impact of easy sample.

Federated Averaging via Binary Classification

In this section, we present the proposed FedABC, which
is based on the vanilla federated by averaging framework,
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where a central server exchange averaging model parameter
with clients as depicted in the left part of Figure 4. In the
client training process, different from the traditional train-
ing approaches that directly adopt the softmax function for
multi-class classification, our FedABC adopts the “one-vs-
all” training strategy as illustrated in the right part of Fig-
ure 4. This not only alleviates the unfair competition between
classes, but also enables us to focus on each category to de-
sign personalized loss function for each client. This facilitates
the tackling of the severe class imbalance issue. More details
are depicted as follows.

Problem Formulation

In this work, we consider a typical PFL setting for supervised
learning, i.e., the multi-class classification. We suppose that
there are m clients and C classes in total. For i € [m], the i-th
client has individual data distribution D;, where some classes
have many samples and the remaining classes have much
fewer. The classes that have positive samples are denoted
as C?, and some classes that have no positive samples are
denoted as C*. The i-th client has access to the local dataset
St = {(z},y}), (@2,y2), -+, (2], y"")}. The neural net-
work parameter 6; of the i-th client consists of two parts: an
embedding network f : X — Z parameterized by 0{ maps
the input z to the latent feature, i.e., z := f(z; 0{ ), and a pre-

dictor h : Z — ) parameterized by 0;’ maps latent feature to



the logits y , i.e., y := h(f(z; 0{); 6""). The corresponding
feature extractor part and predictor part of the global model 6
achieved by averaging are defined as 6/ and 0", respectively.
A non-linear activation o (-) is applied to y, so the output of
the neural network can be defined as o (h(f(z; 67),0")), and
we rewrite it as ¢ := o (g(x; 0’ Hh)). Since the binary classi-
fication is employed, we adopt the sigmoid function for acti-
vation, which maps the input into [0, 1]. For ¢ € [m],j € [C],
the binary loss for the corresponding class can be defined
as ¢!(z;,y;;0). We formulate PFL problem according to
(Hanzely, Zhao, and Kolar 2021) into the following optimiza-
tion problem:

1 m
. 6.1, ---,0,,) = — F; (6,),
o, F (81,0 0m) WLZ; (6:)

F;(6;) :==E [L(zy)~p; (S505)] .

PFL learns a model 8; for the i-th client, the goal of which is
to perform well on the local dataset S;, and the local model
parameters 6; are often initialized with the global model
6. In PFL, many existing works add a regularizer either on
the server-side to improve the aggregation scheme or on
the client-side to improve the local optimization, but there
is no agreed objective function so far. Most of the existing
generic FL works can be easily adopted in PFL without extra
processing. This is achieved by utilizing the locally trained
model as its personalized model. In our work, we propose a
novel method that adopts binary training strategy to tackle
the imbalanced problem and boost the generalization of client
model. We do not need any extra information or other proxy
data, and the objective can be formulated by Eq. (1).

ey

FL Binary Loss Function

The goal of our method is to train a efficient binary classifier
for each class, a naive binary loss formulation of class ¢ from
the cross entropy (CE) loss is given by following:

(1 —-ylog(l-q)], (2

where probability ¢ := o(g(2;8”;0"), and ¢ € [0,1] is the
output after the operation of sigmoid activation, and y = 0, 1
is the samples true label. According to the class situation
mentioned above, we rewrite the binary loss function (2) into
the following formulation:

— [ylog(q) + (1 — y)log(1 — g)],c € C*
—log(1 — q). ceC”

3)
Here, we neglect the positive part loss item for C™ due to the
lack of positive samples. By employing this binary training
framework, classes can avoid the enforced and competitive
normalization induced by the “softmax” operation, and thus
the unfair competition can be liberated to a certain extent.
However, the imbalance problem within each binary clas-
sifier may become more serve due to the large amounts of
negative samples and few or even no positive samples for
the corresponding category in most cases. To address this
problem, we propose to incorporate the under-sampling and
hard sample mining strategies into the loss function.

LBCE(Ca q, y) = _[yIOg(q) +

LBCE(Ca q, y) = {
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Incorporating Under-Sampling The under-sampling strat-
egy aimed to abandon low-value samples and re-balance data
distribution to alleviate the imbalancing issue. In particular,
we quantity the significance of different samples according
to the output probability ¢. That is, the model will add sam-
ples, whose importance values are larger than the pre-defined
threshold, into the current training batch, and the remained
ones will be abandoned directly. This process is dynamic for
each training epoch. The formulation of binary loss function
that incorporates the under-sampling strategy is defined as:

» - log(q),
Lee(a,y) = { —log(1 —q),

Licp(q,y) = —log(1 — q).

y=1qg<m?

y=0,g>m" (4

y=0,g>m""

The binary loss function for C? is denoted as L§ (¢, p, ),
while L} -z(c, p,y) signifies the loss for C™, which only has
negative samples. Some positive samples may have already
been predicted correctly with probability near to one, and thus
contribute little in the future training. The positive samples
with low probability are more valuable and need to be better
trained in this epoch. Conversely, we maintain the negative
samples whose ¢ is larger than a certain threshold. Three
hyper-parameters m”, m", and m™" should be determined
for each class, and the same hyper-parameters are adopted
for different clients for simplicity.

Incorporating Hard Sample Mining To further alleviate
the imbalancing issue, we incorporate the strategy for mining
hard samples into the loss. The well-known Focal Loss (Lin
et al. 2017) is widely-used loss that utilizes the hard sample
mining strategy to re-balance the loss contribution of easy
samples and hard samples. We follow this hard sample min-
ing strategy to alleviate the imbalancing problem by focusing
more on hard samples and lowering the significance of easy
samples. This leads to the following final formulation for our
final binary loss function:

— (1 —q)%log(q),
Lyep(a,y) = { . ;ilogqgl _i()?)

Lice(q,y) = —qlog(1 — q),

y=1qg<m?

y=0,g>m" (5

y=0,g>m""

where o is a hyper-parameter to control the degree of hard
sample mining.

Training Strategy

Our method adopts the binary training strategy in the local
learning process. Firstly, an encoder including an embedding
network and a classifier maps the input data into the low-
dimensional representation. Then the sigmeoid activation is
applied to get the final logit, which lies in the interval [0, 1].
Our method trains an independent classifier for each category
to complete the binary classification task and the feature
extractor is shared, more details are depicted in Figure 4. In
practice, the classifier can be any neural network, and the
output is just a scalar logit for the corresponding class. Our
method does not need any extra modifications on the structure
of the neural network or other auxiliary information, and we
only need to apply sigmoid activation and adopt our proposed



Algorithm 1: Federated Averaging via Binary classification

Input: m clients, S* at the 4-th client.
Server initializes parameters 6°.
Server sends the initialization to clients.
for t=0,1,2,...,T-1 do:
Server sends 6 to the i-th client
for i=1,2,...,.C do .
0! ot —nVgtR (Si 0)

where R (S',0;) = E [£8E ., (5'56;)]

The i-th client maintain 8’ as the current PM.
The i-th client sends 6" to the server.
end for
Server updates the model parameters by averaging:
t+1 S| pt
o+ = 3 Ilef
1€[C]
end for
Output: PM: {327 0,7}, GM: {6"}

binary loss function presented in Eq. (5). The empirical loss
of the i-th client on the local dataset S* can be given by:

(Sié }5 |SZ ZLBCE l

cr
+ ZLgCE(SZ; 6:)

J

BCE
|:£ (z,y)~D;

(6)

Since our binary loss function have different forms w.r.t. C?
and C?, we do not merge them together. Employing this
training strategy can liberate unfair competition between
classes in the classifier and be more focused on personalized
classes. Although there may exist severe problems of data
imbalancing and lacking positive samples, we can adopt the
customized binary loss function Eq. (5) to significantly allevi-
ate it. In Algorithm 1, we summarize the learning procedure
of our proposed FedABC method.

Experiments
Setup

Datasets We use MNIST (Lecun and Bottou 1998) and
CIFAR-10 (Krizhevsky and Hinton 2009) as benchmarks. To
simulate the heterogeneous federated learning scenario, we
follow the previous works (Yurochkin et al. 2019; Wang et al.
2020) that utilize Dirichlet distribution Dir(c) to partition
the training dataset and generate the corresponding test data
for each client following the same distribution, in which a
smaller « indicates the higher data heterogeneity. In our ex-
periments, the number of total users is 20. We also visualize
the statistical heterogeneity of clients by adopting the visu-
alization method in previous work (Zhu, Hong, and Zhou
2021), the results are shown in Figure 4.

Model For MNIST, we use the fully connected network
which contains 3 FC layers, the FC layers are with 260, 200
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hidden sizes, and 10 neurons for 10 classes as outputs, re-
spectively. Since we adopt the binary training strategy, the
activation function sigmeid used in binary classification is
applied and maps outputs into the interval [0, 1]. We nor-
mally apply softmax activation for the compared methods.
For CIFAR-10, we use ConvNet (LeCun et al. 1998), which
contains 2 Conv layers and 3 FC layers. The Conv layers
have 64 and 64 channels, respectively. The FC layers are
with 120, 64 hidden sizes, and 10 neurons as outputs, re-
spectively. Similar to the fully connected network used on
MNIST, the activation function sigmeid is also applied.

Configuration Our method has four hyper-parameters:
mP,m",m™ and o. These parameters amongst different
clients can be varied according to local imbalanced data.
If we adopt a flexible parameter setting strategy for each
client, the experimented results will be better, but we make
them equal for simplicity. For CIFAR-10, we set them as
0.85, 0.2, 0.3, and 2, respectively. For MNIST, we set them
as 0.75, 0.25, 0.3, and 2, respectively. Throughout the exper-
iments, we use the SGD optimizer with weight decay le — 5
and a 0.9 momentum and the bath size is 64. For MNIST,
the learning rate is 0.01. For CIFAR-10, the learning rate is
0.1. We train every method for 100 rounds and 200 rounds
on MNIST and CIFAR-10, respectively. For the federated
framework setting, the participation rate of clients is set as
0.5, which means that random 10 clients will be activated in
each communication round. The local training epochs are set
as 5 for all the experiments.

Compared Methods We follow the observation (Chen and
Chao 2021) that if we adopt personalized models in generic
FL algorithms, they outperform most of the existing PFL
algorithms. Hence, we select some challenging generic FL.
algorithms including FedAvg (McMahan et al. 2017), Fed-
Prox (Li et al. 2020), and Scaffold (Karimireddy et al. 2020).
We evaluate their personalized models to obtain correspond-
ing PFL accuracy of those generic FL algorithms. For PFL
methods, LG_FedAvg (Liang et al. 2020), FedPer (?), Fe-
dRep (Collins et al. 2021) and FedRod (Chen and Chao 2021)
are selected as challenging PFL baselines. In particular, Fe-
dRod has double classifier layers to perform on the global
model and personalized model, respectively. In our experi-
ments, FedRod adopts its linear mode where only G-Head is
aggregated at the server.

Evaluation Criteria

Evaluation of Personalized Model To simulate the Non-
iid scenario in FL, each client has the local train set and the
corresponding test set with the same Dirichlet distribution.
For the evaluation of PFL, we use the accuracy of the local
Non-iid test set and the formulation can be given by the
following:

Zi I(y; = yj;ijNon,iid,tesl; 0i)
Zi |DZNon,iid,tesl‘
where I(-) is an indicator function (I (E) = 1 if event E is

true, and 0 otherwise). The test accuracy of PFL is obtained
by the sum of all the local true predictions number divided by

PFL-accuracy: Tpp =

O]
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Figure 4: Visualization of statistical heterogeneity among clients, where the x-axis indicates user IDs, the y-axis indicates class
labels, and the size of scattered points indicates the number of training samples.

Dataset | Non-iid | Localonly FedAvg FedProx Scaffold | LG_FedAvg FedPer FedRep FedRod FedABC
Dir(0.1) 97.1 99.1 98.4 99.3 99.2 99.1 98.9 99.3 99.3

MNIST Dir(0.3) 93.3 98.3 97.1 98.6 98.2 98.2 97.8 98.7 98.7
Dir(0.5) 92.1 98.1 96.9 98.5 98.1 98.0 97.6 98.6 98.5
Dir(1.0) 90.6 98.0 96.9 98.4 98.1 98.1 97.4 98.5 98.7
Dir(0.1) 86.0 91.0 91.1 91.2 88.7 90.2 90.4 90.5 91.0

CIFAR-10 Dir(0.3) 72.4 82.1 82.2 81.9 76.6 81.2 81.4 82.2 83.3
Dir(0.5) 67.8 79.8 79.3 79.5 72.8 78.8 79.1 79.8 81.1
Dir(1.0) 83.7 74.1 73.8 74.0 63.7 72.5 734 74.1 76.1

Table 1: PFL accuracy(%) on MNIST and CIFAR-10 under different degrees of heterogeneity (0.1, 0.3, 0.5, 1.0). The underline

highlights the best-performing compared approach.

the sum of the number of all test sets. It is worth emphasizing
that the local testing process utilizes the personalized model
instead of the global model.

Evaluation of Client Drift We also propose an evaluation
method to quantify the degree of client drift. Since the varied
data distributions, the local training performs with biases
towards the local classes and easily forgets other knowledge,
including other classes’ features or different features of the
same class. Aiming at quantifying the degree of client drift,
we can evaluate the personalized model on the local iid test
set, which has all categories and each one has the same num-
ber of samples. This iid test set can guarantee the generaliza-
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tion and thus we can treat the resulted accuracy as the metric
of client drift. In this evaluation, the low value indicates a
high degree of drift while the great value indicates that local
training does not completely forget other knowledge and has
a low degree of client drift. The formulation can be given by
the following:

2 (Y5 = 95 Diia testi ")
Ei |Dilid,test|

PFL-accuracy: Tpp, =

®)

Results and Analysis

We present the results in Tables 1 &2, underline and bold
fonts highlight the best baseline/our approach. From the ex-



Dataset | Non-iid | Localonly FedAvg FedProx Scaffold | LG_FedAvg FedPer FedRep FedRod FedABC
Dir(0.1) 29.2 43.7 394 76.8 43.9 43.7 42.9 66.9 76.5

MNIST Dir(0.3) 44.2 68.2 62.2 90.2 68.1 68.2 66.3 85.4 91.1
Dir(0.5) 58.0 78.7 74.0 94.0 78.7 78.8 77.1 90.8 95.1
Dir(1.0) 69.5 87.6 84.9 97.0 87.6 87.6 86.4 95.3 97.2
Dir(0.1) 16.7 37.0 37.8 39.6 20.6 38.6 23.5 31.5 34.5

CIFAR-10 Dir(0.3) 233 56.4 56.3 56.1 32.1 42.0 41.6 51.4 54.7
Dir(0.5) 25.6 60.0 59.9 60.0 35.4 47.0 46.5 55.5 59.0
Dir(1.0) 14.4 64.8 64.2 65.2 39.7 52.7 53.8 61.5 64.0

Table 2: Drift degree of different methods. Client drift is quantified by the accuracy of applying the personalized model on iid
test set. A lower value indicates a larger degree of drift. The underline highlights the best-performing compared approach.
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Figure 5: An ablation study of the proposed Fed ABC method,
where the orange bars (FedABC_wi) are the performance
of our method without adopting the designed binary classi-
fication loss that incorporates the under-sampling and hard
sample mining strategies.

perimented results, we observe that: 1) the advanced local
training of generic FL can achieve promising PFL accuracy
and even outperforms other existing PFL algorithms, espe-
cially in the huge heterogeneity setting(i.e.,0.1). The reason
behind this is that the data distribution of test data is the same
as the training data. To understand it better, we can assume
that each client only accesses a single class, the PFL accuracy
in this situation will close to 100%; 2) the accuracy of PFL
decrease with the level of heterogeneity decrease because the
local training is hard to cater for all classes inside clients; 3)
FedRod achieves the best performance in baselines. FedRod
has double classifiers for global paradigm and personalized
paradigm and thus is more robust. 4) Regard to the PFL ac-
curacy, our FedABC achieves promising performance and
outperforms other baselines. 5) Regard to the client drift,
Scaffold uses control variates to correct for the ‘client-drift’
in its local updates and thus achieves the best performance.
Our FedABC also achieves nice performance compared with
other methods, especially in PFL baselines.

Ablation Study We study the necessity of the component
for solving the imbalanced problem in our binary classifica-
tion. We conduct new experiments on CIFAR-10. We train
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200 epochs for the compared method FedABC_wi without
adopting our imbalanced training technique(under-sampling
and hard sample mining), the experimented results are shown
in Figure 5. From the figure, we can find that: 1) Adopting our
imbalanced training technique can effectively improve PFL
performance. The specific accuracy improvement is 0.3%,
1.0%, 1.4%, 1.6% for the heterogeneity setting 0.1, 0.3, 0.5,
1.0, respectively. The positive samples and negative samples
sometimes are seriously imbalanced in our binary classifi-
cation and the efficient imbalanced training technique can
alleviate this problem and thus generate improvement; 2) The
improvement decreases with the degree of heterogeneity in-
creases. In the huge heterogeneity setting(e.g. Dir(0.1)), the
improvement is slight but significant for other settings(e.g.
Dir(1.0)). The reason behind it is that re-balancing local data
distribution may generate a trade-off problem between the
local personality and the imbalanced problem. Since the data
distribution of the test set is the same as the train set, exces-
sive re-balancing may inevitably hurt the local personality.
Meanwhile, training with a serious imbalanced problem can
also impact the classifier decision on minority classes, espe-
cially in our binary training strategy.

Conclusion

In this paper, we investigate some extraordinary Non-IID
situations in federated learning, where the data distributions
among clients are imbalanced and some classes even have no
positive samples. These issues are alleviated by constructing
a binary classification problem for each category instead of
adopting the popular Softmax function. This training strategy
may aggravate the class imbalance problem and thus a novel
loss function that incorporates the under-sampling and hard
sample mining are further designed. Extensive experiments
are conducted on two popular datasets, and the results show
that our FedABC can significantly improve the PFL perfor-
mance in diverse heterogeneity settings. The limitation of our
FedABC may be the possible conflictions given hundreds and
thousands of categories. In the future, we intend to integrate
with the communication strategies to further improve the
performance and conduct experiments on more large-scale
datasets.
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