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Abstract

Discriminability and transferability are two goals of feature
learning for domain adaptation (DA), as we aim to find the
transferable features from the source domain that are help-
ful for discriminating the class label in the target domain.
Modern DA approaches optimize discriminability and trans-
ferability by adopting two separate modules for the two goals
upon a feature extractor, but lack fully exploiting their rela-
tionship. This paper argues that by letting the discriminative
module and transfer module help each other, better DA can be
achieved. We propose Cooperative and Adversarial LEarning
(CALE) to combine the optimization of discriminability and
transferability into a whole, provide one solution for mak-
ing the discriminative module and transfer module guide each
other. Specifically, CALE generates cooperative (easy) exam-
ples and adversarial (hard) examples with both discriminative
module and transfer module. While the easy examples that
contain the module knowledge can be used to enhance each
other, the hard ones are used to enhance the robustness of the
corresponding goal. Experimental results show the effective-
ness of CALE for unifying the learning of discriminability
and transferability, as well as its superior performance.

1 Introduction
Transfer learning seeks to make the machine learning sys-
tems to perform well on new tasks by referring to the expe-
rience of some old tasks. Unsupervised domain adaptation
(UDA), one of the most active subfields of transfer learning,
shows a great ability to transfer knowledge across tasks (Pan
and Yang 2010). It aims to build a model on an unlabeled
target domain with the help of the source domain data, and
has been applied to various tasks, e.g., computer vision (Liu,
Zhang, and Wang 2021; Liu, Wang, and Long 2021), natural
language processing (Lekhtman, Ziser, and Reichart 2021;
Zhu et al. 2021), information retrieval (Li and Caragea 2020;
Chen et al. 2020c; Kanagawa et al. 2019), reinforcement
learning (Chen et al. 2021; Rao et al. 2020), etc.

Due to the potent power of representation learning in the
deep neural networks, most of the modern UDA methods are
dedicated to designing elaborated mechanisms for learning
domain invariant feature representations, such that the distri-
butions of source and target domain are well aligned in the
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representation space (Tzeng et al. 2014; Ganin et al. 2016;
Tan et al. 2018). Such features bridge the source domain and
target domain for transferring knowledge across domains.

A successful feature representation for domain adaptation
requires two properties, discriminability and transferability,
which form the fundamental goals of UDA feature learn-
ing (Ben-David et al. 2010; Chen et al. 2019b). Discrim-
inability refers to the effectiveness of the representation to be
used for the discriminative task, e.g., classification. Trans-
ferability refers to the ability of the representation to capture
the invariance across the domains so that the different do-
mains can be well aligned under the learned representation.

The modern deep UDA methods generally consist of a
discriminative module (e.g., a classifier) and a transfer mod-
ule (e.g., a domain discriminator based on Generative Ad-
versarial Networks (GANs) (Goodfellow et al. 2014) or a
distribution distance function based on the statistical mo-
ment) upon the feature extractor. The two modules will be
trained by the discriminability and transferability loss corre-
spondingly. However, existing literature treats them as two
separate terms in the loss function, produced by two mod-
ules that are optimized separately (Tzeng et al. 2014; Ganin
et al. 2016; Long et al. 2018). Since the discriminability and
transferability can be partly conflicting, without consider-
ing optimizing them together, the two goals may adversely
impact each other, leading to a degradation in the perfor-
mance or even a negative transfer to some extent (Wang et al.
2019b; Chen et al. 2019a; Kontar, Raskutti, and Zhou 2020).

In this paper, we argue that the discriminability and trans-
ferability should be considered jointly. By letting the dis-
criminative module and transfer module help each other, bet-
ter domain adaptation can be achieved. We propose Coop-
erative and Adversarial LEarning (CALE) for UDA, which
exploits the knowledge of optimizing one property to guide
the another. Specifically, for cooperative learning (CLE), we
generate easy examples in terms of discriminability loss and
transferability loss, and then the discriminative and trans-
fer module regularize their outputs to be consistent with the
easy examples for their complementary modules. The easy
examples contain the module knowledge of better feature
representation, by exchanging the easy examples, the two
modules take the guidance from each other, makes the UDA
model consider one property while optimizing another. Fig-
ure 1 demonstrates how the easy examples generated by the
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Figure 1: Demonstration of cooperative learning (CLE) in CALE. The cooperative examples of discriminability and transfer-
ability help the feature learning when optimizing the other goal.
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Figure 2: Discriminability and transferability.

two modules can guide each other. For adversarial learning
(ALE), we regularize the output consistency of the two mod-
ules on their own hard examples. It further enhances the ro-
bustness of the feature learning in terms of discriminability
and transferability. Figure 2 shows the target domain data’s
discriminability and transferability of several recent UDA
approaches, in which we can observe that CALE not only
achieve good discriminability in the target domain, but also
maintains great transferability. Detailed explanation and ex-
periment protocol can be found in Section 4.2. Besides, the
conceptual framework of CALE is shown in Figure 3.

We emphasize our contributions in two aspects:
1. We argue that the discriminability and transferability in

domain adaptation should be learned jointly instead of
separately, and empirically validate our claim.

2. We propose a CALE framework to unify the learning of
the discriminability and transferability. The CALE model
not only achieves good performance but also keeps great
transferability across domains.

2 Preliminaries
Unsupervised Domain Adaptation (UDA). Let X be
some feature space and Y be some label space. In this paper,
we focus on the problem of UDA, where we want to build

a model for a target domain T defined over X × Y with
the knowledge from a source domain S . Formally, only a la-
beled set Ds = {(xs

i , y
s
i )}

ns
i=1 with ns labeled samples from

the source domain S and an unlabeled set Dt = {xt
i}

nt
i=1

with nt unlabeled samples from the target domain T are
available. As the two domains do not share the same dis-
tribution, the core problem of UDA is to handle the domain
shift between S and T (Pan and Yang 2010).

Revisit the Current State-of-the-Art. Most modern do-
main adaptation approaches are based on the seminal theory
proposed by Ben-David et al. (2010):
Theorem 1. Let H be the hypothesis space, and given a
source domain S and a target domain T . The upper bound
of the expected error on the target domain is:

ϵT (h) ≤ ϵS(h) +
1

2
dH∆H(S, T ) + C (1)

where ϵS(h) is the expected error on the source domain,
dH∆H(S, T ) is a discrepancy metric of cross-domain dis-
tributions, and C is an ideal error defined as C =
minh∗∈H [ϵS(h

∗) + ϵT (h
∗)].

From the perspective of representation learning, ϵS(h) re-
flects the discriminability of S , and dH∆H(S, T ) reflects the
transferability between S and T . Noteworthily, most prior
work believe that the third term C measures the discrim-
inability especially in the target domain T (Xie et al. 2018;
Chen et al. 2019b).

Inspired by this, recent deep UDA approaches generally
consist of a discriminative module and a transfer module
upon a shared feature extractor. The discriminative mod-
ule always minimizes the supervised loss on the labeled
source domain data, corresponding to the first term in Theo-
rem 1, which optimizes the discriminability on S . The trans-
fer module guides the model to learn domain invariant fea-
ture representations through two mainstream technologies:
moment matching (Tzeng et al. 2014; Long et al. 2015; Xie
et al. 2018) and adversarial confusing (Ganin et al. 2016;
Long et al. 2018), which optimizes the transferability across
domains, i.e., the second term above. Moreover, to optimize
the discriminability of target domain T , some approaches
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minimize the third term C by employing the predictions of
T from the discriminative module, e.g., Shu et al. (2018)
adopts them for self-training the discriminative module.

Limitations of Current Approaches. Current approaches
mainly optimize discriminability and transferability sepa-
rately, which has the following limitations. (1) When the dis-
criminative module (discriminability) is optimized indepen-
dently, it may destroy the transferability of representations.
For instance, to improve the discriminability on the source
domain, the model extracts too many source-specific fea-
tures, so the independent transfer module is difficult to trans-
fer the source-specific knowledge to the target. (2) The trans-
fer module optimizes transferability independently without
caring about the discriminability of features. This may make
the extracted features to be non-discriminable. For example,
in image classification, if the backgrounds are similar across
domains, the information of backgrounds can easily mini-
mize dH∆H(S, T ) and enhance the transferability of rep-
resentations. However, background in image classification
always is non-discriminable and even deteriorate UDA.

3 Cooperative and Adversarial Learning
In this section, we introduce Cooperative and Adversarial
LEarning (CALE), which enhances the discriminability and
transferability synchronously from an overall perspective.

CALE is a general framework that combines the optimiza-
tions of discriminability and transferability into a whole. It
works upon the common domain adaptation framework that
consists of three parts: a feature extractor z = F (x), a dis-
criminative module G(z) for enhancing the discriminability,
and a transfer module H(z) for enhancing the transferabil-
ity (Tzeng et al. 2014; Long et al. 2015; Xie et al. 2018;
Ganin et al. 2016; Bousmalis et al. 2016). In UDA for clas-
sification, the discriminative module is typically a category
classifier ŷ = G(z) trained with supervised (and sometimes
with self-training) classification loss. The transfer module
is usually implemented through moment matching (Tzeng
et al. 2014; Long et al. 2015) or adversarial confusing (Ganin
et al. 2016; Long et al. 2018). We denote the loss of G(z) as
discriminability loss Ldisc and the loss of H(z) as transfer-
ability loss Ltran. Most existing UDA approaches are gen-
erally trained by minimizing the overall loss:

L = Ldisc + Ltran . (2)

Though discriminability loss and transferability loss are
both minimized, the two modules G(z) and H(z) are inde-
pendent, focusing on different goals during the optimization.
As discussed before (Section 2), it leads to unsatisfactory
feature learning. To tackle this problem, CALE (see Fig-
ure 3) provides a mechanism to bridge the discriminability
module and the transferability module. Specifically, inspired
by adversarial examples learning (Goodfellow, Shlens, and
Szegedy 2014; Miyato et al. 2018), CALE generates coop-
erative (easy) examples and adversarial (hard) examples for
both discriminability and transferability. Then, the easy ex-
amples are used to guide each other, and the hard ones are
used to enhance their own robustness.

In the remainder of this section, we first introduce the co-
operative learning (CLE) and the adversarial learning (ALE)
of CALE, which together can be regarded as a general regu-
larization framework for domain adaptation. Then, we pro-
vide an instantiated model based on the CALE framework.

3.1 Cooperative Learning
CALE leverages a cooperative learning (CLE) mechanism
between the discriminative module G and the transfer mod-
ule H , as shown in Figure 3. To make the discriminative
module and the transfer module guide each other, we try to
let the discriminative module provide a clue of the feature
learning direction for the transfer module to search transfer-
able features in a more discriminable way, and vice versa.
We achieve this by generating easy examples for training
each other, as shown in Figure 1.

Discriminability guides Transferability. During the
training, the easy examples for the discriminative module
provide a clue of more discriminable directions for the trans-
fer module. As shown in Figure 1b, CLE generates more
discriminable examples by adding cooperative (in opposite
to adversarial) perturbations to the original examples, and
then minimizes the consistency loss of the transfer module
on such discriminable examples:

ℓCLE tran(x) = Dist. [H(F (x))∥H(F (xdisc))] ;

xdisc = argmin
x′;∥x−x′∥≤ϵ

ℓdisc(x
′) , (3)

where ℓdisc is a discriminability loss function for Ldisc, and
Dist. is a distance function for measuring the discrepancy
between two distributions, e.g., KL-divergence or cross-
entropy. It drives the transfer module to use more discrim-
inable features to regularize (teach) the original features.

Transferability guides Discriminability. Similar to the
previous part, CLE generates more transferable examples
to provide guidance for the discriminative module, so that
the discriminative module will be more likely to use trans-
ferable features for the discriminative task, i.e., Figure 1c.
CLE generates transferable examples, and then minimizes
the consistency loss of discriminative module on such trans-
ferable examples:

ℓCLE disc(x) = Dist. [G(F (x))∥G(F (xtran))] ;

xtran = argmin
x′;∥x−x′∥≤ϵ

ℓtran(x
′) , (4)

where ℓtran is a transferability loss function for Ltran.
To calculate the cooperative examples, we approximate

the minimizers above by move x towards its negative gradi-
ent of the loss, i.e., x′ = x−∇xℓ(x)/∥∇xℓ(x)∥2.

CLE bridges the discriminable module G and the transfer-
able module H by exchanging their easy examples, which
makes the two modules learn each other’s virtues. By learn-
ing from discriminative examples, the transfer module H
pays more attention to the discriminative features when try-
ing to align domains. Similarly, the discriminative module
G focuses more on using domain invariant features for the
discriminative task. Consequently, the two modules progress
together to learn feature representations that are both trans-
ferable and discriminable.
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Figure 3: Cooperative and adversarial learning framework. The discriminative module G enhances the feature discriminability
by minimizing a classification loss. The transfer module H enhances the feature transferability by minimizing domain distribu-
tion moments (moment matching) or maximizing an error of a domain discriminator (adversarial confusing).

3.2 Adversarial Learning
In addition to exchanging the easy examples between the
transfer module H and the discriminative module G, CALE
further generates hard examples for themselves to enhance
the robustness of the feature learning in terms of discrim-
inability and transferability, i.e., adversarial learning (ALE).

The adversarial regularization loss for discriminability
can be formulated as:

ℓALE disc(x) = Dist. [G(F (x))∥G(F (xnon-disc))] ;

xnon-disc = argmax
x′;∥x−x′∥≤ϵ

ℓdisc(x
′) . (5)

Similarly, the adversarial regularization loss for transferabil-
ity can be formulated as:

ℓALE tran(x) = Dist. [H(F (x))∥H(F (xnon-disc))] ;

xnon-tran = argmax
x′;∥x−x′∥≤ϵ

ℓtran(x
′) . (6)

To calculate the adversarial examples, we move x towards
its gradient of the losses, i.e., x′ = x+∇xℓ(x)/∥∇xℓ(x)∥2.

3.3 The CALE Model
We provide an instantiated classification domain adaptation
model based on our CALE framework.

Transfer Module. The transfer module has two main-
stream technologies for domain alignment: moment match-
ing and adversarial confusing. While CALE can be applied
to both of them, in this paper, we focus on the adversar-
ial confusing. Let H(z) be a binary classification network
for domain discrimination, the training of model would be
a min-max game between feature extractor F and domain
discriminator H: H aims to distinguish the domain label of
feature representation while F aims to confuse H . Formally,
the transferability loss can be written as:

Ltran(θF , θH) = Exs
i∼Ds

log
[
H(F (xs

i ))
]

+ Ext
i∼Dt

log
[
1−H(F (xt

i))
]
.

(7)

Discriminative Module. The discriminative module is a
classifier that usually minimize the classification error on
source domain to enhance the discriminability of it. Be-
sides, to enhance the discriminability of target domain, self-
training has been widely adopted, e.g., Liu, Wang, and Long
(2021); Kumar, Ma, and Liang (2020); Cai et al. (2021);
Chen et al. (2020b). Therefore, the discriminability loss in
our model is then formulated as follows:

Ldisc(θF , θG) = E(xs
i ,y

s
i )∼Ds

ℓce (G(F (xs
i )), y

s
i )

+ Ext
i∼Dt

I[max(ŷt
i)≥τ ]ℓce

(
G(F (xt

i)),PL(ŷ
t
i)
)

(8)

Where ℓce(p, q) = −
∑

i qi log(pi) is the cross-entropy loss
function, θG means the parameters of the category classifier
G, and PL(ŷ) = onehot(argmax(ŷ)) means the pseudo la-
bel of prediction.

Unified Cooperative and Adversarial Learning. Specif-
ically, cooperative regularization losses for discriminability
and transferability are calculated by:

ℓCLE disc(x) = Dist. [G(F (x))∥G(F (xtran))] ;

xtran = argmin
x′;∥x−x′∥≤ϵ

ℓce(H(F (x′)), H(F (x))) ,

ℓCLE tran(x) = Dist. [H(F (x))∥H(F (xdisc))] ;

xdisc = argmin
x′;∥x−x′∥≤ϵ

ℓce(G(F (x′)), G(F (x))) .

(9)

Moreover, adversarial regularization losses are:

ℓALE disc(x) = Dist. [G(F (x))∥G(F (xnon-disc))] ;

xnon-disc = argmax
x′;∥x−x′∥≤ϵ

ℓce(G(F (x′)), G(F (x))) .

ℓALE tran(x) = Dist. [H(F (x))∥H(F (xnon-tran))] ;

xnon-tran = argmax
x′;∥x−x′∥≤ϵ

ℓce(H(F (x′)), H(F (x))) .

(10)

Hence, the cooperative and adversarial regularization
terms for discriminability are summarized as:

Rdisc(θF , θG) =Exi∼Ds∪Dt

[
ℓCLE disc(xi; θF , θG)

+ ℓALE disc(xi; θF , θG)
]
,

(11)
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Algorithm 1: Cooperative and Adversarial Learning (CALE)

Require: Source domain dataset Ds = {(xs
i , y

s
i )}

ns
i=1 and

target domain dataset Dt = {xt
i}

nt
i=1.

Ensure: A model with parameters θ = (θF , θG, θH)
1: Initialize parameters θ = (θF , θG, θH) randomly.
2: for iter = 0 to MaxIteration do
3: Calculate the transferability loss Ltran and discrim-

inability loss Ldisc (Equ 7 and 8).
4: Calculate cooperative (easy) examples {xdisc} and
{xtran} (Equ 9).

5: Calculate adversarial (hard) examples {xnon-disc}
and {xnon-tran} (Equ 10).

6: Calculate discriminability reg. Rdisc(θF , θG) with
{xtran} and {xnon-disc} (Equ 11).

7: Calculate transferability reg. Rtran(θF , θH) with
{xdisc} and {xnon-tran} (Equ 12).

8: Updating parameters by gradient backpropagation:
θ ← θ − α∇θL (Equ 13).

and the cooperative and adversarial regularization terms for
transferability are summarized as:

Rtran(θF , θH) =Exi∼Ds∪Dt

[
ℓCLE tran(xi; θF , θH)

+ ℓALE tran(xi; θF , θH)
]
.

(12)

To sum up, the min-max paradigm can be written as

min
θF ,θG

max
θH
Ldisc(θF , θG) + Ltran(θF , θH)

+ λ [Rdisc(θF , θG) +Rtran(θF , θH)] ,
(13)

and the pseudocode is shown in Algorithm 1.

4 Experiments
We conduct extensive experiments to show the effectiveness
of the proposed CALE framework.

4.1 Experimental Protocol
Datasets. We evaluate the CALE model and the baselines
on three benchmark visual datasets: Office-31 contains 4110
images from 31 categories of three distant domains, includ-
ing Amazon (A), Webcam (W), and DSLR (D). Office-
Home, a more challenging dataset, consists of 15588 images
of 65 object classes in office and home environments, form-
ing four extremely dissimilar domains: Artistic (Ar), Clip
Art (Cl), Product (Pr), and Real World (Rw). VisDA-2017,
a large dataset with 152397 Synthetic 3D rendered images
and 55388 Real-world photos across 12 categories.

Baselines. We compare CALE with state-of-the-art deep
domain adaptation approaches: Deep Adaptation Network
(DAN) (Long et al. 2015), Domain Adversarial Neural Net-
work (DANN) (Ganin et al. 2016), Conditional Domain
Adversarial Network (CDAN) (Long et al. 2018), Maxi-
mum Classifier Discrepancy (MCD) (Saito et al. 2018b),
Minimum Class Confusion (MCC) (Jin et al. 2019), Trans-
ferable Attention for Domain Adaptation (TADA) (Wang
et al. 2019a), Transferable Adversarial Training (TAT) (Liu

et al. 2019), Batch Spectral Penalization (BSP) (Chen et al.
2019b), and Cycle Self-Training (CST) (Liu, Wang, and
Long 2021). Following the original implementation, all
methods are with the ResNet (He et al. 2016) as their back-
bone. Due to the success of the Transformer (Vaswani et al.
2017; Dosovitskiy et al. 2021), we further compare CALE
with other baselines that use Data-efficient image Trans-
formers (DeiT) (Touvron et al. 2021) backbone, including
CDTrans (Xu et al. 2021) and our implemented DeiT ver-
sion of some representative baselines from above.

Implementation Details. We employ ResNet (He et al.
2016) and DeiT (Touvron et al. 2021) pretrained on Ima-
geNet1K (Deng et al. 2009) as the backbone and attach a
bottleneck layer with 256 units as the feature extractor F .
We use a single fully-connected layer as the discriminative
module G, and a three-layered conditional domain discrim-
inator (Long et al. 2018) as the transfer module H . The net-
work architecture is commonly used architecture of several
recent domain adaptation approaches (e.g. (Long et al. 2018;
Chen et al. 2019b; Jin et al. 2019; Jiang et al. 2020)) for
fair comparison. We adopt SGD with the learning rate an-
nealed from 0.01 for training like Long et al. (2018); Jiang
et al. (2020), and leverage FixMatch (Sohn et al. 2020) for
self-trining in Ldisc, which has been widely adopted in prior
UDA work (e.g., (Liu, Wang, and Long 2021)). Through-
out the experiments, the trade-off parameter of CALE reg-
ularization λ is set to 1, and the self-training threshold τ in
Equation 8 is set to 0.95. The distance function Dist. is set as
cross-entropy in Office-31 and Office-Home, KL-divergence
in VisDA-2017. More details about code and datasets can be
found at https://github.com/sunh-23/CALE.

4.2 Results and Analysis
Comparison with state-of-the-art. Experimental results
on Office-Home and VisDA-2017 are shown in Table 1, and
Table 2, respectively. Due to space limitations, the results on
the Office-31, the simplest one among three datasets, are re-
ported in appendix. The bolded and underlined numbers de-
note the best and the second best performance. The results
marked with * are based on our reproduction, while all the
other results are from their original paper. The results reveal
several insightful observations: (1) With both backbones
(ResNet and DeiT), CALE outperforms the compared SOTA
approaches. Especially on the challenging datasets that have
large domain shift: OfficeHome (ResNet-50: +1.8%, DeiT-
Base: +1.0%) and VisDA-2017 (ResNet-101: +3.0%, DeiT-
Base: +2.4%), the enhancements are significant. (2) TADA
and TAT try to let the transfer module asymmetrically guide
the discriminative module. BSP attempts to penalize the
transferability for enhancing discriminability heuristically.
CALE outperforms TADA, TAT, and BSP, which verifies
that the proposed idea of bidirectional co-enhancing the dis-
criminability and transferability is helpful for building a bet-
ter domain adaptation model, compared to the unidirectional
(TADA and TAT) or imbalanced (BSP) enhancement of dis-
criminability or transferability.

Ablation Study. We conduct numerous ablation studies
to validate the individual contributions of different compo-
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Method Ar-Cl Ar-Pr Ar-Rw Cl-Ar Cl-Pr Cl-Rw Pr-Ar Pr-Cl Pr-Rw Rw-Ar Rw-Cl Rw-Pr Avg

ResNet-50 34.9 50.0 58.0 37.4 41.9 46.2 38.5 31.2 60.4 53.9 41.2 59.9 46.1
DAN 43.6 57.0 67.9 45.8 56.5 60.4 44.0 43.6 67.7 63.1 51.5 74.3 56.3
DANN 45.6 59.3 70.1 47.0 58.5 60.9 46.1 43.7 68.5 63.2 51.8 76.8 57.6
CDAN 49.0 69.3 74.5 54.4 66.0 68.4 55.6 48.3 75.9 68.4 55.4 80.5 63.8
MCD* 51.6 72.7 77.6 62.5 68.6 70.4 62.7 52.1 78.2 74.4 57.9 82.2 67.6
MCC* 57.7 79.3 82.8 66.7 76.5 77.8 67.2 55.1 81.5 74.4 61.0 85.9 72.2
CST 59.0 79.6 83.4 68.4 77.1 76.7 68.9 56.4 83.0 75.3 62.2 85.1 73.0
TADA 53.1 72.3 77.2 59.1 71.2 72.1 59.7 53.1 78.4 72.4 60.0 82.9 67.6
TAT 51.6 69.5 75.4 59.4 69.5 68.6 59.5 50.5 76.8 70.9 56.6 81.6 65.8
BSP 52.0 68.6 76.1 58.0 70.3 70.2 58.6 50.2 77.6 72.2 59.3 81.9 66.3

CALE 65.1 75.3 80.8 68.7 80.2 78.4 69.7 64.5 83.3 76.0 68.0 87.6 74.8

DeiT-Base* 54.1 76.4 83.0 66.5 76.3 77.5 65.4 48.0 81.9 72.9 53.2 84.2 70.0
DAN* 56.7 76.0 83.2 68.4 75.7 78.6 66.3 50.6 81.3 74.8 56.4 84.7 71.1
DANN* 61.0 72.2 82.0 69.8 75.7 78.2 67.5 62.6 84.9 78.0 64.8 87.6 73.7
MCD* 60.2 77.8 83.9 72.4 73.2 75.5 68.6 59.2 82.8 80.7 62.3 86.4 73.6
MCC* 64.2 85.8 87.3 77.8 83.7 85.6 75.2 60.4 86.7 79.9 63.5 89.8 78.3
CST* 65.9 85.3 88.0 76.5 81.2 85.6 75.0 52.1 87.0 78.5 60.7 90.1 77.2
CDTrans 68.8 85.0 86.9 81.5 87.1 87.3 79.6 63.3 88.2 82.0 66.0 90.6 80.5

CALE 71.5 84.1 87.6 78.4 86.3 85.3 79.2 70.7 87.7 82.4 74.2 90.4 81.5

Table 1: Classification accuracy (%) on Office-Home with ResNet-50 (upper) and DeiT-Base (lower).

Method Plane Bicycle Bus Car Horse Knife Motor Person Plant Ski Train Truck Avg

ResNet-101 72.3 6.1 63.4 91.7 52.7 7.9 80.1 5.6 90.1 18.5 78.1 25.9 49.4
DAN 68.1 15.4 76.5 87.0 71.1 48.9 82.3 51.5 88.7 33.2 88.9 42.2 62.8
DANN 81.9 77.7 82.8 44.3 81.2 29.5 65.1 28.6 51.9 54.6 82.8 7.8 57.4
CDAN 93.6 82.3 66.2 80.6 92.7 10.7 87.1 70.0 94.6 38.4 76.6 47.2 70.0
MCD 87.0 60.9 83.7 64.0 88.9 79.6 84.7 76.9 88.6 40.3 83.0 25.8 71.9
MCC 94.5 80.8 78.4 65.3 90.6 79.4 87.5 82.2 94.7 81.0 86.0 44.6 80.4
CST* 96.2 89.9 73.3 92.7 94.8 97.0 81.5 79.4 96.2 87.2 83.3 47.6 84.9

CALE 97.3 88.2 87.6 74.7 96.2 97.9 92.5 84.1 94.5 92.9 91.4 58.0 87.9

DeiT-Base* 97.4 56.3 75.2 47.2 80.5 43.0 92.3 6.1 69.0 51.9 91.5 27.1 61.5
DAN* 97.2 50.3 83.3 46.2 93.5 77.7 95.4 18.1 87.2 69.8 94.4 26.6 70.0
DANN* 95.5 72.7 81.9 41.5 86.3 41.8 88.5 75.6 85.2 75.8 92.7 40.4 73.2
MCD* 94.7 82.6 66.4 77.9 86.1 97.0 92.5 73.6 95.0 27.0 89.2 50.0 77.7
MCC* 98.1 90.7 81.9 76.5 96.0 97.8 90.8 55.1 95.1 86.1 93.0 63.9 85.4
CST* 98.1 93.5 81.3 90.5 97.6 96.7 90.5 62.3 98.0 93.8 92.2 59.6 87.8
CDTrans 97.1 90.5 82.4 77.5 96.6 96.1 93.6 88.6 97.9 86.9 90.3 62.8 88.4

CALE 98.7 89.9 88.0 87.8 97.4 98.5 96.0 86.5 97.7 95.5 95.4 58.5 90.8

Table 2: Classification accuracy (%) on VisDA-2017 with ResNet-101 (upper) and DeiT-Base (lower).

nents. The ablation results are reported in Table 3, where
Ltran denotes the transferability loss in Equation 7, CALE
denotes the CALE regularization terms, and ST denotes the
self-training term in Equation 8. In rows 4 and 5, we split the
CALE regularization into the transferability regularization
Rtran and the discriminability regularizationRdisc as shown
in the Equation 13. Compare rows 4, 5, and 8, it shows that
both Rtran and Rdisc are necessary, especially enhancing
transferability through Rtran is critical. Moreover, in rows
5 and 6, we split the CALE regularization into cooperative
learning (CLE) and adversarial learning (ALE) terms. The
comparison of rows 5, 6, and 8 verifies that both the CLE
and the ALE mechanisms are effective, and the enhance-

ment from CLE is more remarkable. Last, it is worth not-
ing that the result of row 8, our method is still the best on
Office-Home even without the help of self-training.

Discriminability and Transferability. Figure 2 shows
the discriminability of target domain and the transferabil-
ity across domains, learned by CALE and other UDA ap-
proaches. We use test accuracy to quantify the discrim-
inability on target domain. For transferability, we adopt A-
distance as a (negative) indicator. Ben-David et al. (2006)
introduces A-distance = 2(1 − 2ϵ) to measure the cross-
domain discrepancy, where ϵ means the test error of a binary
classifier to distinguish different domains on the learned fea-
ture representation. As shown in Figure 2, CALE is the only
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Ltran CALE ST Ar-Cl Ar-Pr Ar-Rw Cl-Ar Cl-Pr Cl-Rw Pr-Ar Pr-Cl Pr-Rw Rw-Ar Rw-Cl Rw-Pr Avg

1 - - - 34.9 50.0 58.0 37.4 41.9 46.2 38.5 31.2 60.4 53.9 41.2 59.9 46.1
2 - - ! 51.0 66.4 75.9 48.0 65.0 64.5 55.3 46.2 77.1 70.9 55.3 79.5 62.9
3 ! - - 49.0 69.3 74.5 54.4 66.0 68.4 55.6 48.3 75.9 68.4 55.4 80.5 63.8

Rtran Rdisc

4 ! - ! - 55.5 66.1 71.7 57.9 72.1 71.5 58.4 55.3 76.2 66.7 61.9 82.3 66.3
5 ! ! - - 60.3 71.7 77.1 64.8 76.9 74.2 66.4 61.1 79.7 74.2 65.1 84.9 71.4

CLE ALE

6 ! - ! - 61.6 72.7 77.7 65.4 77.4 76.3 62.8 59.4 80.4 72.4 65.3 85.0 71.4
7 ! ! - - 62.5 74.9 78.6 65.3 77.9 76.7 65.4 60.3 80.8 73.7 65.7 85.6 72.3

8 ! ! - 63.2 75.9 79.9 68.1 79.3 77.3 68.4 64.0 82.1 74.8 67.1 86.7 73.9
9 ! ! ! 65.1 75.3 80.8 68.7 80.2 78.4 69.7 64.5 83.3 76.0 68.0 87.6 74.8

Table 3: Results of ablation study on Office-Home (ResNet-50).

Pareto optimal among compared approaches. It indicates
that CALE can learn more discriminative features for the
target, and transfer more knowledge from source to target.

In addition, hyper-parameter sensitivity analysis and fea-
ture distribution visualization are reported in the appendix.

5 Related Works
Domain adaptation aims to overcome the domain-shift for
transferring knowledge from a label-rich source domain
to a label-poor target domain (Pan and Yang 2010). In
the early shallow regime, Bickel, Brückner, and Scheffer
(2007); Sugiyama et al. (2007) re-weight source data for
reusing in the target domain, Wang and Mahadevan (2008);
Blitzer, McDonald, and Pereira (2006) learn representations
invariant across domains, while Gao et al. (2008) transfer
model based on shared parameters and Mihalkova, Huynh,
and Mooney (2007) based on relational-knowledge.

The theoretical analysis of Ben-David et al. (2010) and
the success of deep neural networks inspire the modern
UDA approaches. Two mainstream technologies were rised:
moment matching and adversarial confusing. The moment
matching approaches design and minimize the cross-domain
distribution distance based on the statistical moment. Sun
and Saenko (2016) matches the second-order statistical mo-
ment (covariance) in shared feature space, while Li et al.
(2017); Maria Carlucci et al. (2017); Mancini et al. (2019)
match the first-order (mean) and the second-order (variance)
statistical moments in the Batch Normalization layer (Ioffe
and Szegedy 2015). Tzeng et al. (2014); Long et al. (2015,
2017) align the cross-domain means in Reproducing Ker-
nel Hilbert Space (RKHS) based on Maximum Mean Dis-
crepancy (MMD) (Gretton et al. 2012) and its variants. Mo-
tivated by GANs (Goodfellow et al. 2014), the adversarial
confusing approaches learn domain-invariant feature repre-
sentations by training the feature extractor and the domain
discriminator in an adversarial way. Ganin et al. (2016)
leverages Gradient Reverse Layer (GRL) to perform one-
step optimization of adversarial min-max problem while
Tzeng et al. (2017) learns asymmetric feature extractors for

source domain and target domain. Long et al. (2018) builds
a conditional domain discriminator based on Conditional-
GANs (Mirza and Osindero 2014). Later, Pei et al. (2018);
Saito et al. (2018a,b) propose various improvements for pur-
suing more fine-grained alignment. Most recently, Hoffman
et al. (2018); Chen et al. (2020a) adopt Cycle-GANs (Zhu
et al. 2017) to achieve impressive performances.

How to balance and consolidate the enhancement of dis-
criminability and transferability in feature learning is getting
more attention from researchers. Chen et al. (2019b) attempt
to penalize the transferability for enhancing discriminabil-
ity heuristically. They consider learning transferability too
much may harm the discriminability. Wang et al. (2019a);
Kurmi, Kumar, and Namboodiri (2019); Liu et al. (2019) try
to let the transfer module asymmetrically guide the discrim-
inative module, while Liang et al. (2021) designs a target-
classification-mimicking loss to leverage the target predic-
tions. Moreover, Wei et al. (2021) model the two optimiza-
tions in a meta-learning scheme.

This paper further argues that the guidance between the
transfer module and the discriminative module can be re-
ciprocal through cooperative samples. The proposed CALE
model further extends the transferability and discriminabil-
ity that the existing feature learning approaches can reach.

6 Conclusions
Discriminability and transferability are two goals of feature
learning for domain adaptation, as we aim to find the trans-
ferable features from the source domain that are helpful for
discriminating in the target domain. We claim that the en-
hancement of discriminability and transferability should be
considered jointly instead of separately. We propose Coop-
erative and Adversarial LEarning (CALE) for achieving the
two goals simultaneously by letting the transfer module and
the discriminative module assist each other. Besides, We
demonstrate the benefits of using one module to guide an-
other and suggest that there may be different ways to unify
the learning of discriminability and transferability, which
could be explored in future research.
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