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Abstract

We investigate the sample complexity of learning the op-
timal arm for multi-task bandit problems. Arms consist of
two components: one that is shared across tasks (that we
call representation) and one that is task-specific (that we call
predictor). The objective is to learn the optimal (representa-
tion, predictor)-pair for each task, under the assumption that
the optimal representation is common to all tasks. Within
this framework, efficient learning algorithms should transfer
knowledge across tasks. We consider the best-arm identifica-
tion problem with fixed confidence, where, in each round, the
learner actively selects both a task, and an arm, and observes
the corresponding reward. We derive instance-specific sam-
ple complexity lower bounds, which apply to any algorithm
that identifies the best representation, and the best predictor
for a task, with prescribed confidence levels. We devise an
algorithm, OSRL-SC, that can learn the optimal representa-
tion, and the optimal predictors, separately, and whose sample
complexity approaches the lower bound. Theoretical and nu-
merical results demonstrate that OSRL-SC achieves a better
scaling with respect to the number of tasks compared to the
classical best-arm identification algorithm. The code can be
found here https://github.com/rssalessio/OSRL-SC.

Introduction

Learning from previous tasks and transferring this knowl-
edge may significantly improve the process of learning
new tasks. This idea, at the core of transfer learning (Pan
and Yang 2009; Skinner 1965; Woodworth and Thorndike
1901), lifelong learning (Thrun 1996) and multi-task learn-
ing (Baxter et al. 2000; Caruana 1995, 1997), has recently
triggered considerable research efforts with applications in
both supervised and reinforcement learning. Previous work
on transfer and multi-task learning has mostly focused on
batch learning problems (Lazaric 2012; Pan and Yang 2009),
where when a task needs to be solved, a training dataset is
directly provided. Online learning problems, where samples
for a given task are presented to the learner sequentially,
have been much less studied (Taylor and Stone 2009; Zhan
and Taylor 2015).

In this paper, we consider a multi-task Multi-Armed Ban-
dit (MAB) problem, where the objective is to find the op-
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timal arm for each task using the fewest number of sam-
ples, while allowing to transfer knowledge across tasks. The
problem is modelled as follows: in each round, the learner
actively selects a task, and then selects an arm from a finite
set of arms. Upon selecting an arm, the learner observes a
random reward from an unknown distribution that represents
the performance of her action in that particular task. To allow
the transfer of knowledge across the various tasks, we study
the problem for a simple, albeit useful model. We assume
that the arms available to the learner consist of two compo-
nents: one that is shared across tasks (that we call represen-
tation) and one that is task-specific (that we call predictor).
Importantly, the optimal arms for the various tasks share the
same representation. The benefit of using this model is that
we can study the sample complexity of learning the best
shared representation across tasks while learning the task-
specific best action.

Contribution-wise’, in this work we derive instance-
specific sample complexity lower bounds satisfied by any
(6G,0m)-PAC algorithm (such an algorithm identifies the
best representation with probability at least 1 — dg, and
the best predictors with probability at least 1 — §p). Again,
our lower bounds can be decomposed into two components,
one for learning the representation, and one for learning
the predictors. We devise an algorithm, OSRL-SC, which
can learn the optimal representation, and predictors, sepa-
rately, and whose sample complexity approaches the lower
bound, scaling at most as H(G log(1/dg) + X log(1/dx)).
Technically, we also show a novel regularization technique
to obtain unique allocations in best-arm identification prob-
lems with fixed confidence. Finally, we present numerical
experiments to illustrate the gains in terms of sample com-
plexity one may achieve by transferring knowledge across
tasks. To the best of our knowledge, this paper is the first
to study how tasks should be scheduled toward a sample-
optimal instance-specific best-arm identification algorithm.

1

Related work. Multi-task learning has been investigated
under different assumptions on the way the learner interacts
with tasks. One setting concerns batch learning (often re-
ferred to as learning-to-learn), where the training datasets for
all tasks are available at the beginning (Baxter et al. 2000;

'All the proofs and numerical details can be found here
https://arxiv.org/abs/2211.15129.



Maurer 2005, 2009; Maurer, Pontil, and Romera-Paredes
2013). The so-called batch-within-online setting considers
that tasks arrive sequentially, but as soon as a task arrives, all
its training samples are available (Balcan, Blum, and Vem-
pala 2015; Pentina and Ben-David 2015; Pentina and Urner
2016; Alquier, Mai, and Pontil 2017).

Next, in the online multi-task learning (Agarwal, Rakhlin,
and Bartlett 2008; Abernethy, Bartlett, and Rakhlin 2007;
Dekel, Long, and Singer 2007; Cavallanti, Cesa-Bianchi,
and Gentile 2010; Saha et al. 2011; Lugosi, Papaspiliopou-
los, and Stoltz 2009; Murugesan et al. 2016; Yang et al.
2020), in each round, the learner observes a new sample for
each task, which, in some cases, this may not be possible.
Our framework is different as in each round the learner can
only select a single task. This framework has also been con-
sidered in (Lazaric, Brunskill et al. 2013; Soare et al. 2014,
Soare 2015; Alquier, Mai, and Pontil 2017; Wu, Wang, and
Lu 2019), but typically there, the learner faces the same task
for numerous consecutive rounds, and she cannot select the
sequence of tasks. Also, note that the structure tying the re-
ward functions of the various tasks together is different from
ours. The structure tying the rewards of actions for various
contexts is typically linear, and it is commonly assumed that
there exists a common low-dimensional representation, or
latent structure, to be exploited (Soare et al. 2014; Soare
2015; Deshmukh, Dogan, and Scott 2017; Kveton et al.
2017; Hao, Lattimore, and Szepesvari 2020; Lale et al. 2019;
Yang et al. 2020; Lu, Meisami, and Tewari 2021), or that
the reward is smooth across tasks and/or arms (Magureanu,
Combes, and Proutiere 2014; Slivkins 2014). The aforemen-
tioned papers address scenarios where the context sequence
is not controlled and investigate regret. Meta-learning is also
closely connected to meta-learning (Cella, Lazaric, and Pon-
til 2020; Kveton et al. 2021; Azizi et al. 2022). In (Azizi
et al. 2022) the authors investigate the problem of simple re-
gret minimization in a fixed horizon setting when tasks are
sampled i.i.d. from some unknown distribution.

Model and Assumptions

In this section, we describe the analytical model of the multi-
task MAB problem considered, and describe the framework
of best-arm identification for this class of multi-task MAB
models.

Model. We consider multi-task MAB problems with a
finite set X of X tasks. In each round ¢ > 1, the learner
chooses a task * € A and an arm (g,h) € G x H.
The components g and h are, respectively, referred to as
the representation and the predictor. When in round ft,
z(t) = x and the learner selects (g,h), she collects a
binary reward Z;(z, g, h) of mean pu(x,g,h) (for the sake
of the analysis we only analyze the binary case, although
it can be extended to the Gaussian case as in (Garivier and
Kaufmann 2016)). The rewards are ¢.i.d. across rounds,
tasks, and arms. Consequently, the system is characterized
by 1 = (u(x, g, h))z,g,h, Which is unknown to the learner.

The main assumption made throughout the paper is that
tasks share a common optimal representation ¢g*: for any
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Figure 1: Example of two symmetric tasks z; and x5, where
learning the optimal representation g* can be accelerated by
considering both tasks, instead of focusing only on a sin-
gle task. Task x; can be used to learn that g3 is suboptimal,
while task z5 can be used to learn that g5 is suboptimal.

task z € X, there is a predictor % such that (g*, hY) yields
an optimal reward. Formally,

Ve e X, max

(9,R)#(9*,h%)

p(z, g%, hy) > w(z,g,h). (1)

Moreover, note that there is no assumption on the smooth-
ness of . with respect to (x, g, h).

This type of model represents the case where a learner
can actively choose the task to execute (as if a generative
model is available to the learner), and in this way maximize
the learning efficiency by accurately picking tasks to reduce
the sample complexity. Since the model is quite generic, it
can be applied to a variety of problems where a collection
of tasks have a local component, and a shared global com-
ponent: (i) influence mechanisms with global/local groups;
(i1) hyperparameters learning across multiple tasks; (iii) for
advanced clinical trials, where, depending on the group of
patients (tasks, that vary according to factors such as age,
severity of the disease, etc.), different drugs and dosages can
be used for inoculation (g and h).

Sample complexity. The objective of the learner is to de-
vise a policy that learns the best arms (¢g*,h7,...,h%)
with the least number of samples. Here, a policy 7 is de-
fined as follows. Let F] denote the o-algebra generated
by the observations made under 7 up to and including
round ¢t. Then 7 consists of (i) a sampling rule: in each
round ¢, 7 selects a F;_j-measurable task z™(¢) and an
arm (g™ (t), h™(t)); (ii) a stopping rule defined by 7, which
is a stopping time w.r.t. the filtration (F;);>1; (iii) a deci-
sion rule returning a F--measurable estimated best arm for
each task (g, h1, ..., hx). Then, the performance of a pol-
icy 7 is assessed through its PAC guarantees and its ex-
pected sample complexity E[r]. PAC guarantees concern
both learning ¢* and (h},...,h% ). Denote by M = {u :
A(g*, hy,...,h%) : Eq. (1) holds} the set of systems where
tasks share a common optimal representation. Then, we say



that 7 is (0, 87 )-PAC if for all u € M,
]P’H(T < OO) =1, ]P)/L (ﬁ # 9*) < d¢, and
Pu (he #1305 =9") < on, VzeX.

@
3

Sample Complexity Lower Bound and the
OSRL-SC Algorithm

This section is devoted to the best-arm identification prob-
lem for the model considered in this work. We first derive
a lower bound for the expected sample complexity of any
(0c, 0 )-PAC algorithm, and then present an algorithm ap-
proaching this limit. In what follows, we let § = (¢, 0x ).

Sample Complexity Lower Bound

We begin by illustrating the intuition behind the sample
complexity lower bound, and then state the lower bound the-
orem. To identify the optimal representation g* in a task as
quickly as possible, an algorithm should be able to perform
some sort of information refactoring, i.e., be able to use all
the available information across tasks to estimate g*.

To illustrate this concept, we use the model illustrated in
Fig. 1. In this model, there are only 2 tasks x1,x2, and 3
arms in G (and only 1 arm in #, thus it can be ignored). For
this model, to learn that g3 is suboptimal, we should mainly
sample task x1, since the gap between the rewards of ¢g* and
gs is the largest. Similarly, to learn that g is suboptimal,
we should mainly choose task x5. Using the same task, to
infer that g, and g3 are suboptimal, would be less efficient.
This observation also motivates why it is inefficient to con-
sider tasks separately, even in the case where p is highly
non-smooth with respect to (x, g, h), and also motivates the
expression of the sample complexity lower bound that we
now present.

Sample complexity lower bound. Computing the sample
complexity lower bound amounts to finding the lower bound
of a statistical hypothesis testing problem, which is usually
done by finding what is the most confusing model. In this
case, the lower bound is given by the solution of the follow-
ing optimization problem.

Theorem 1. The sample complexity 75 of any §-PAC algo-
rithm satisfies: E,[7s] > K*(u,d) for any p € M, where
K* (11, 8) is the value of the optimization problem?:

min > n(x,9,h) “
z,g,h

s.t. }fI;lIl* fu(m,z,h) > Kl(6p,1 —d0p) Ve, (5)

min min,,(n, g, he) > kl(6g, 1 —dc), (6)

g#g* ha

where kl(a, b) is the KL divergence between two Bernoulli
distributions of respective means a and b.

In the first constraint, f,(n,z,h) (n(z,g*,hE) +

n(x,g*,h))[aw,g*,h (u(z, g*, hr), u(z, g*, h)) accounts for
the difficulty of learning the best predictor h} for each

2Refer to the appendix for all the proofs.
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task x. The term o, gn = n(x,g*, hL)/(n(x, g*, hy) +
n(x, g, h)) represents the proportion of time (z, g*, hY) is
picked over (z, g, h), while I, (u1, u2), @ € [0, 1], is a gen-
eralization of the Jensen-Shannon divergence, defined as

(1 - Oé)kl(/,bg, da (:U’lv :uQ))v

with d, (g1, p2) == apr + (1 — a)us.

Io(pa, p2) = okl(py, da(p1, pi2)) +

In the second constraint, £,,(n, g, hy) accounts for the diffi-
culty of learning the optimal g*. To define it, let the average
reward over some subset of arms C C G x H for a task x
and allocation 7 to be defined as

Z(g7h)ec n(x, g, h)u(z,g,h)

m(x,n,C) =
( 7 ) Z(g,h)ecn(x7g7h)

(7

Then, £,,(1, g, h,;) is defined as:

Z ( x g,h),m(x,n,

(g h)eu"

u”’l#

z,5,hy

)

(®)

is the set of confusing arms for a task x and

w(n,3,h n(z,
H,
G, ha

where Z/l“ -

<x 7, Z/{ " ” ) represents the average reward of the con-

fusing model (when (g, h) is optimal for task x in the con-
fusing model).
Confusing arms.
"
©,9,h;g,he’ B
than p(z, g, h) and that also include (g, h ), which is

N gngn, =G0 s pla,g' W) = p(a, g, h)} UL(g,

Then, the set of confusing arms Z/{l’g ; is defined as

The set U ’gh is defined through
which is the set of arms whose mean is bigger

hy)}.

M
z,9,ha

2)}-

can be computed recursively. We start with a

= {(g7 h): p(x,g,h) >m (a:,v;,/\/;‘vgyh;gﬁz)} u{(g,h

The setU""! e he
set that only contains (g%, h%) and (g, h,). We compute the

corresponding value of m ( x, 1, L{Zg W ) , and we add to the

set Z/{;”g 5 the arm (g, h) with the highest mean not already

in the set. We iterate until convergence. Fig. 2 provides an
illustration of the set U 5 s
We now provide the proof of Theorem 1.

Proof of Theorem 1. The proof relies on classical change-
of-measure arguments, as those used in the classical MAB
(Kaufmann, Cappé, and Garivier 2016). To simplify the
notation, let 7 75, and further let n(z,g,h)
E,[N;(x,g,h)] at the stopping time 7, thus E,[r] =
2.0 (2, g, h). For any model ;1 € M we denote the op-
timal representation of 1 by ¢* (1) and the optimal set of pre-
dictors (associated to g* (1)) by h*(u) = (hf,..., %) ().
Whenever possible, we write g* = ¢*(u) (similarly for
hs = (), Vi € X).
We define the set of confusing problems as

A(p) ={re M: (g%, b1, ..., hx)(N) # (9%, b5 I ) ()} -
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Figure 2: Example of the set L{:g 5

x

m (x, 7777/{;’:;%) (including (g, h,)) belong to UZ;EI

We split the analysis by considering two subsets of A, de-
fined as follows:

A ={xeAMp):g"(N) =g" ()},
Ay ={xeAp):g"(N) # g" (1)}

‘We now focus on the first subset A’f , from which we derive
the first constraint (5) of Theorem 1. Then, we focus on the
second subset Ag , from which follows the second constraint

(6).

First constraint (5). We restrict our attention to A‘f . Define
the set of confusing problems for task x € X as

() = {r € A%< h5(N) = B (), Yy € X\ {a}).

Now, consider a (d¢, 67 )-PAC algorithm, and for a specific
task € X define the event £ = {h, # h},§ = g*}, where

h, and g denote respectively the estimated predictor for task
x and the estimated optimal representation at the stopping
time 7. Let then A € A/ (z), be an alternative bandit model:
the expected log-likelihood ratio L, at the stopping time 7
of the observations under the two models p and A is given

by
>

(y,9,h)EXXGXH

EM[LT] = n(y7gah)kl/_t|)\<yagvh)7

and in view of the transportation Lemma 1 in (Kaufmann,
Cappé, and Garivier 2016) and the definition of (d¢, 05 )-
PAC algorithm, we can lower bound the previous quantity at
the stopping time 7:

]EH [LT] = Z 77(% 9, h)klup\(ya g, h‘)a
y,9,h

> KI(Py (), PA(E)) = KI(0m, 1 — 6n).

We can get a tight lower bound by considering the worst pos-
sible model A. To do so, first introduce the set Af'(x, h) =
{A € A(z) : Nz,g*,h) > Az, g*, h%)}, which is the
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. All points in the shadowed area are in the set. All arms with average reward above

set of confusing problems where the predictor h} is not
optimal in task x. Observe that one can write A} (z)
Unns AY (, h). This rewriting allows us to derive the first
constraint as follows:

kl((SHv 1- 6H) < H}Lf Z 77(% 9, h)kl,u\/\(y7 9, h)a
AeA] (r)y o
(a) . * *
= inf z,9%, hkl, \(x, g%, h),
AeA’f(w)zh:n( 9" WKl (2, g, h)

where (a) follows from the fact that in A\ we are changing the
predictor of only one task z.
Then, the last equal

ming 4 infyer (o) {n(x, g%, WKL (, g%, )

(e, g% K. g", )| minn: (e, g* ) +
77(% g*a h))Ial,,g*,h (M(xa g*a h;)v u(x, g*7 h)) and (b) fol-
lows by solving the infimum problem as in Lemma 3 of
(Garivier and Kaufmann 2016), and from the definition of
generalized Shannon divergence.

term is to

Second constraint (6). Similarly to the previous case, con-
sider a (d¢, 0py)—PAC algorithm and define the event £ =
{g # g*}: then, we can apply the transportation Lemma 1 in
(Kaufmann, Cappé, and Garivier 2016) at the stopping time
7T to obtain: for every A € Ab

kl(éGa 1- 5G) < Z T](l',g, h)klu|)\('xag7 h‘)
z,g,h

We consider subsets of A5 defined as follows: for every g €
G such that g # g* we define

Ay(g) ={re Ay :g"(N) =g}.
Similarly, for all (g, h) € (G\ {g*}) x H*, where (3, h) =
(g, h1,...,hx), we also define

A5 (g, k) = {X € A5(9) : (9" 7, ,hx)(N) = (g, h)} .



Thus, we observe

AY = Ugzg Ay (9) = Ugegr Upenr A5(g, h).
In conclusion, by minimizing the rh.s. over the
set of confusing models, ie., kl(dg,1 — dg) <
inf,\eAgZw,gyhn(x,g,h)kluu(z,g,h), we obtain the
following expression

k1(6G7 1-—- 5@)
< min inf x,g,h)kl, \(x,g,h),
 g#g" heH™ Z el (g,h) ZU( g, h)klya (2, 9, h)

reX

which stems from the fact that (g, h) is fixed, for all the
tasks. We conclude by observing that the right-hand side of
the last inequality can be rewritten using Lemma (1) in the
appendix. 0

g,h

Discussion of Theorem 1. In Theorem 1 n(z, g, h) can be
interpreted as the minimal expected number of times any 9-
PAC algorithm should select (z, g, k). Eq. (5) corresponds to
the constraints on 7 one has to impose so that the algorithm
learns the optimal predictor i}, for all x, while Eq. (6) is
needed to ensure that the algorithm identifies the best repre-
sentation g* across all tasks. Both Eq. (5) and Eq. (6) define
two convex sets in terms of 7, and hence K*(u,d) is the
value of a convex program.

We wonder if it is possible to learn only the optimal repre-

sentation g*, without learning the optimal predictors. In fact,
observe that the constraints in Eq. (5) and Eq. (6) share the
components of 7 that concern g* only. We believe that actu-
ally separating the problem into two problems, one for each
constraint, as formulated in the proposition below, yields a
tight upper bound of K*(u, §).
Proposition 1. We have K*(u,0) < Ky(p,dm) +
K& (p,0a), where Kip(p,dm) (resp. K& (p,dc)) is the
value of the problem: min,>o >,  , 1(z,g,h) subject to
(Eq. (5)) (resp. (Eq. (6))).

Note that K7, (1, 6pr) scales as H XkI(dg, 1 — dpr) (since

the corresponding optimization problem is that obtained in
a regular bandit problem for each task (Garivier and Kauf-
mann 2016), which scales as Hkl(dx, 1—d ) for each task).
Now, to know how K, 5( i, 0¢) scales, we can further derive
an upper bound of K£ (i, 6).
Proposition 2. We have K (p,0c) < LE(p,dc)
where L% (p,0g) is the value of the optimization
problem: min};, ., n(z,g,h) over n > 0 satis-
fying for all g # g¢*, max,ming (n(z,g*, h;) +
n(@, g, ha))la, ;. (W@, 9% h3), (@, G, ha)) = Kl(d¢, 1 —
da)-

One can show that L, (i, d¢) scales as GHKI(dg, 1 —d¢)
(since, even with one task, we need to sample all GH arms
to identify g*). To summarize, we have shown that the lower
bound K*(u,d) scales at most as H(Gkl(dg,1 — dg) +
XKl(égy,1 — 0g)). The latter scaling indicates the gain in
terms of sample complexity one can expect when exploiting
the structure of M, i.e., a common optimal representation.
Without exploiting this structure, identifying the best arm
for each task would result in a scaling of GH Xkl(d,1 — 9)
for 6 = g + 0H.
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Differences with classical best-arm identification. To
better understand the lower bound in Theorem 1 it is instruc-
tive to compare it with a classical MAB problem.

Consider the best-arm identification problem in MAB
with K arms. Then, the set of confusing problems is A(u) =
{A € [0,1]% : a*(\) # a*(n)}, where a*(u) denotes
the optimal arm under f, i.e., a* (1) = argmax, g p(a).
The sample complexity lower bound derived for such these
models (Kaufmann, Cappé, and Garivier 2016; Garivier and
Kaufmann 2016) exploits the fact that the set A(x) can be
written as A () = U4+ () Aa (), Where

Aa(u) = {)\ S [O, 1]K t g > )‘a*(ﬂ)}'

Unfortunately, this way of rewriting the set of confusing
problems cannot be used in our problem setting. The reason
is that the constraint in A, (1) does not account for the model
structure, i.e., the optimal representation g* needs to be the
same across all the tasks (which is equivalent to imposing
that a is optimal for all tasks). This fact also explains why
the lower bound in Theorem 1 appears more complex than
the one in (Garivier and Kaufmann 2016). In the appendix,
we show how to account for this kind of structure.

Because of this difference, with the model specified in
Eq. (1) the confusing parameter A differs from p for more
than 2 arms (i.e., we need to consider all arms in the set
Z/IZ@ i, S€e also Lemma 1 in the appendix), whereas in clas-
sical MAB problems to learn that a is suboptimal, the con-
fusing parameter A € A,(p) differs from p only for arms
a and a*(p). In fact, in our model to identify that (g, h;)
is suboptimal, we need to consider an alternative model
where only the average reward of the arms in the set """ -

z,9,ha
changes.

Algorithm

We now present OSRL-SC (Algorithm 1), a §-PAC algo-
rithm whose expected sample complexity is asymptotically
upper bounded by K¢ (¢, d¢) + K77 (i, 0r). The algorithm
proceeds in two phases: a first phase aimed at learning g*,
and a second phase devoted to learning the optimal predic-
tor for each task. At the end of the first phase, we have an
estimate ¢ of the best representation. In the second phase,
for each task x, we use the optimal track-and-stop algorithm
(Garivier and Kaufmann 2016) to identify iAzx, the best pre-
dictor associated to §. In the remaining part of the section,
we just describe the first phase.

A track-and-stop algorithm to learn ¢g*. The lower
bound describes the minimal expected numbers 7 of ob-
servations of the various tasks needed to learn g*. These
numbers minimize >, 7(z, g, h) over n > 0 satisfying
(Eq. (6)). In other words, the sampling budget should be al-
located according to the following distribution: ¢* (i) € X%,
solving: maxyex p(q, ), where
, ) = min mint,(q, g, he), 9
p(a, 1) #g*g: nin (g, 3, hz) )
and ¥ denotes the set of distributions over X x G x H. We
design an algorithm tracking this optimal allocation: it con-
sists of (i) a sampling rule, (ii) a stopping rule, and a (iii)



Algorithm 1: OSRL-SC (é¢g,dm,0)

1: Initialization.

2: Ny(z,g,h), i1(z,g,h) < 0,V(z,9,h) € X x G X H
3t 1

4: Phase 1. Learning g*

5: while maxgeq ¥4 (g) < Bi(dc) do

6: ifU; =0 and ji; € M then

T (2(t),g(t), h(t) « argmax, , . tas (@, g, hi fir) —

Ni(z,g,h)

8: else

9: (l‘(t),g(t),h(t)) — argmin(w,g,h) Nt(xvgvh)
10:  endif

11:  Select (x(t),g(t),h(t)), observe the corresponding
reward and update statistics; ¢ <t + 1
12: end while
13: return § = argmax, fi,.(g)
14: Phase 2. Learning (7, ..., k%)
15: For all task z, flz + [track-and-stop (Garivier and Kauf-
mann 2016) with arms (g, h)rex and confidence 0]

16: return (g, hi,..., hx)

decision rule, described below.

(i) Sampling rule. We adapt the D-tracking rule introduced
in (Garivier and Kaufmann 2016). The idea is to track ¢* (1),
the optimal proportion of times we should sample each
(task, arm) pair. One important issue is that the solution
to max,eyx, p(g, p) is not unique (this happens for example
when two tasks are identical).

To solve this problem, we employ the following novel
idea: we propose to regularize the optimization problem by
tracking ¢* (), the unique solution of

1
(Po) :maxp(g,p) = 5 -llallz, o >0 (10)

When o is large, Berge’s Maximum theorem (Berge 1963)
implies that ¢%(u) approaches the set of solutions of
maxges: p(q, 41), and that the value Co(u) of p(gy (1), 1)
converges to K¢ (u,da)/kl(da, 1 — 6¢). In what follows,
we let K&U(,u, (50) = Cg(u)kl((SG, 1-— (5(;)

Our D-tracking rule targets ¢ gﬂt), which is the unique
maximizer of max,ex p(q, fit) — 5 llgll3, where p(q, ji+) for
any fi; € M is defined as

p(q, fir) = min » minty,(q,g, hs). (11)
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More precisely, if the set of under-sampled tasks
and arms Uy, = {(z,9,h) € X x G x H : Ny(z,9,h) <
Vt—GH X/2} is not empty, or when ji; ¢ M, we select the
least sampled (task, arm) pair. Otherwise, we track g% (ji:),
and select arg max, , ) tq;(, g, h; fir) — Ni(x, g, h).

(ii) Stopping rule. We use Chernoff’s stopping rule, which
is formulated as a Generalized Likelihood Ratio Test (Cher-
noff 1959). The derivation of this stopping rule is detailed
in appendix B. The stopping condition is maxg ¥;(g) >

Bt (d¢), where the exploration threshold 3;(d¢) needs to be
appropriately chosen, and where

U,(g) = min min ¢, (N, G, ha)-
t(g) ﬁ#@; I #t( th 9 )

(iii) Decision rule. The first phase ends at time 74, and
g is chosen as the best empirical representation: ¢ =
arg maxg, [1;(g).

PAC and Sample Complexity Analysis

We now present the sample complexity upper bound for Al-
gorithm 1. First, we outline the stopping rule used by the
algorithm. Following (Kaufmann and Koolen 2018), we de-
fine ¢ : Ry — Ry as ¢p(x) = 2p3/2 (p—i (1+I);1n(2<(2))>,

where ((s) = >_, 5, n7% p(u) = u — In(u) foru > 1 and
forany z € [1,e] and 2 > O:

by = 1O @) ez (1),
? z(z —Inln 2) otherwise.

Then, the following theorem states that with a carefully cho-
sen exploration threshold, the first phase of OSRL-SC re-
turns the optimal representation w.p. greater than 1 — d.

Theorem 2. Let ¢ € (0,1): for any sampling rule, Cher-
noff’s stopping rule with threshold 5;(d¢) = pi(t) +
Ba(6c), where B1(t) = 3>, In(1 + In(Ne(z, g, h))),
and B2(0¢) = GHX¢(In((G — 1)/é¢)/XGH), ensures
that for all p € M, P, (7¢ < 00, § # g*) < d¢.

Proof. The proof can be seen as multi-task version of Propo-
sition 12 in (Garivier and Kaufmann 2016) with an improved
bound from (Kaufmann and Koolen 2018). Let g; be the de-
cision rule at time ¢. Since P, (¢ < 00,§ # ¢*) =P, (3t €
N : gr # ¢ Wi(gr) > $(0a)), we can apply a union
bound over the set G \ {g*} us to upper bound the probabil-
ity of error as follows:

Pu(7e <00, # 4°) < Xpuge Bul3t: g7 = 5.04(3) > Au(0c))-

Then, note that (5, (N, §,h,) lower bounds
Z(g,h)EZ/{<t),]— Nt(xvgah)kl(ﬂt(xvgah)vﬂ“(xagvh))’

with U (t)_ =y Therefore, we derive that
z,g,ha z,9,ha
P.(1¢ < 00,§ # g*) < Z Plt(ﬂt eN:
J#g*

> Ni(w,g, WK, g, ), i, 9, ) > Bulc) )

x,9,h
We conclude by applying (Kaufmann and Koolen 2018,
Thm. 14) with z = In (%—;1) andS=XxGxH O

From (Garivier and Kaufmann 2016), the second phase
of OSRL-SC also returns the optimal predictors for each
task w.p. greater than 1 — . Finally, in the next theorem,
we show that OSRL-SC stops in finite time a.s., and that
its expected sample complexity approaches K% (u,dq) +
K7 (1, 6 ) for sufficiently small values of the risks d¢, 0,
and sufficiently large o.



| Average Confidence interval 97.5% | Min Max Std

6=0.1 OSRL-SC  Total 21278.80 +430.37 5254.0  46876.0 6423.03
Phase 1 | 3578.38 +43.31 2163.0 7014.0 646.46

Phase 2 | 17700.42 +428.39 1554.0 43270.0 6393.44

TAS 26456.83 +510.60 4544.0  54566.0  7620.35

6 =0.05 OSRL-SC Total 22671.50 +420.40 6068.0 48184.0 6274.13
Phase 1 | 3651.99 +41.86 2358.0 6245.0 624.72

Phase 2 | 19019.51 +417.81 2207.0  45298.0 6235.60

TAS 27735.38 +534.35 7675.0  58227.0 7974.87

6 =0.01 OSRL-SC Total 25765.90 +436.13 8951.0 55809.0 6508.94
Phase 1 | 3829.56 +45.93 2358.0 7354.0 685.44

Phase 2 | 21936.34 +434.09 5398.0  52002.0 6478.57

TAS 30970.94 +536.99 9538.0  70319.0 8014.26

Table 1: OSRL-SC vs TAS: Sample complexity results, over 1120 runs.

Theorem 3. If the exploration threshold of the first phase
of OSRL-SC is chosen as in Theorem 2, then we have:
Put¢ < oo] = 1 and P,[rg < 9] 1 (where
T is the time at which the second phase ends). In
addition, the sampling complexity of OSRL-SC satis-

. 4 “w T]
fies: limsups,, 5,0 K (3 + K5 G.070) < 1, where

K& o(m,dc) = Co(pkl(da, 1 — dg), with Cy(p)
p (), )"

Proof. The result follows from Theorem 7 (in the appendix)
and Theorem 14 in (Garivier and Kaufmann 2016). The lat-
ter result upper bounds the expected duration of the second
phase of OSRL-SC if we use, for this phase, a threshold rule
B¢(d ) that is increasing in ¢ and for which there exists con-
stants C', D > 0 such that

YVt > O, ¥ € (0,1), B:(05) < In (?) .
H

For example, in the Bernoulli case, one can choose
Bu(6x) = log (M

OH

). Note that the sample complex-

ity of the second phase can be rewritten as E,[7y]
EM[THL@ = 9*}]}»#(@ = g*) + E#[THL@ # g*ﬂpu@ # 9*),
where E,,[T5|§ = g] denotes the conditional expected sam-
ple complexity of the second phase, given that the first phase
outputs §. From the result of (Garivier and Kaufmann 2016),
we know that

E g=g"
hm sup N[Tng g ]

SplTHI9 =91
5r—0 K (1, 0m59%) —

where

Ky (03 9%) =Y T*(x, g% pK(0u, 1 = 611),
and T*(x, g*; p) is defined as

T*(x,g*; )" = sup min (n(%g*, h%)

qEX h#h%

1@, 97 0) ), e (0,97 13, 1, 97, ),
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with ;L; = arg max;, u(z, g, h). For g # g* we instead have

lim sup L:H (71§ = 9]
dg—0 k1(6H7 ]- - 6H)

for some positive constant C' that depends on the threshold
rule 3;(dyr). Since the first phase of the algorithm is d¢-
PAC, we have:

EM[TH] S EM[THL@ - g*}P;L(g = g*) + EH[THL@ 7é g*}éG-

Therefore, we can conclude that for any positive dg we ob-
tain

<C,

Eu [TH]

B SUp e 57 (=006 (G DR T—0m) = 1
g—0
Hence, we obtain the result by letting d — 0:
. E,[7]
lim sup = <
0m,06—0 KELU(:U’? 667) + K}}(M, 6H)
O

Corollary 1. Additionally, due to Berge’s theorem, since
p(q, 1) — 5= ||¢l|3 is continuous in g for each (o, 1), we have:
K¢ (1, 0c) = K& (1, 6c).

limg o0

Numerical Results

We analyze the performance of OSRL-SC, and compare it
directly with TRACK AND STOP (TAS)(Garivier and Kauf-
mann 2016). We are interested in answering the following
question: is it easier to learn the best representation by just
focusing on one task, or should we consider multiple tasks
at the same time?

Simulation setup. We consider 2 tasks (x1, x3), 3 repre-
sentations (g1, g2, g3) and 2 predictors (h1, he). This setting
is rather simple, although not trivial. Note that as the num-
ber of (task, arm) pairs decreases, we expect the gap between
the two algorithms to decrease and thus favor TAS. Hence,
considering examples with small numbers of tasks are in-
formative about OSRL abilities to factor information across



Task 2, (g91,h1)  (g91,h2)  (g2,h1)  (g2,h2)  (g3,h1) (g3, h2)

Nyo(z1)/7c 014 0.05 0.02 0.02 0.12 0.15
qr(z1;p) 0.18 5-107% 6-107* 7-107* 0.13 0.18
Task x> (91.h1)  (g1,h2)  (g2.h1)  (g2.h2)  (g3,h1) (g3, h2)
Neg(@2)/mc  0.14 0.05 0.12 0.16 0.02 0.02
@ (z2; 1) 018 5-107% 0.3 018 6-1074 7.10°4

Table 2: Analysis of OSRL-SC. Comparison of the optimal
allocation vector ¢*(x) and the average proportion of arm
pulls N... /7¢ at the stopping time.

tasks. The average rewards are

hi1 hao h1 ho
e 0.5 0.45 9 0.5 0.45
g2 ( 0.35 0.33 >, gs ( 0.1 0.05 )
g3 0.1  0.05 gs 0.35 0.33

Average rewards for task 1 Average rewards for task xo

We set up tasks x; and z9 so that they are very similar: ac-
tually, the only difference is that the 2nd and 3rd row of the
above matrices are swapped. Therefore, it should not matter
which task TAS picks, but, on the other hand, OSRL-SC
should benefit from this small difference. Hence, for each
simulation of TAS, we picked one task uniformly at random.
Finally, we averaged results over 1120 runs.

Algorithms. We test TAS and OSRL-SC with various
risks & € {0.01,0.05,0.1} (with 6 = 6 = g for OSRL-
SC). For TAS, we use the following threshold S;(dg) =

log (Mcéilj_l)) We tried the same threshold as in OSRL-
SC, but it yielded worse results. For OSRL-SC, we set
o = 10°. For the example considered, one can see that
argmax,cy, p(¢, ) has a unique maximizer. Therefore, o
will not influence the value of the lower bound if fi; is ap-
proximately close to y, in norm. However, when fi; is visibly
different from i, then the value of C, (ji;) may be affected
by the value of 0. We have not thoroughly explored different
values of o, but we may suggest that a value of o > 10% is a
safe choice.

We computed ¢*(fi;) every 12 rounds (which is equal to
GHX) to reduce the computational time (this is theoreti-
cally motivated in the appendix). Despite that, one needs to
keep in mind that tracking a suboptimal, or wrong, reference
vector ¢’ may sensibly affect the sample complexity. We can
also motivate this period update by the fact that ¢ (i) in a
small time interval does not change much, as shown numer-
ically.

To compute g% (i), in round t 4 1, we use as initial con-
dition a convex combination of the previous solution and a
uniform point in the probability simplex (with a factor 0.5).
This is done to speed up the algorithm (for more details, re-
fer to the appendix).

Comparison of OSRL-SC and TAS. In Table 1, we re-
port the sample complexity of the two algorithms. In bold,
we highlighted results for the first phase of OSRL-SC. Even
if the number of representations is higher than the number
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of predictors, somewhat surprisingly, the first phase OSRL-
SC seems, on average, very stable, with a small confidence
interval (when compared to Phase 2 or TAS). It is worth
observing that with the smallest number possible of tasks
(X = 2), OSRL-SC manages to reduce the required num-
ber of rounds to identify the optimal representation, and the
predictors, when compared to TAS. Furthermore, the first
phase of OSRL-SC appears stable also when § decreases.
Between 0 = 0.1 and 6 = 0.05 there is a relative increase of
average sample complexity of roughly 2% for OSRL-SC;
between 6 = 0.05 and § = 0.01 we have that the average
sample complexity for OSRL-SC has a relative increase of
roughly 5%. Overall, these results indicate that OSRL-SC
is able to re-factor information efficiently.

Analysis of OSRL-SC: First phase. To analyze the con-
vergence of OSRL-SC, we focus on its first phase, specif-
ically on the following quantities: fi¢, g% (j1¢) and C; 1 (jiz).
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r 0.008
0.0550 1

0.0525 4 _
| 0.006 =

= 0.0500
S

o l(/”/

& T
o 0.0475 1 H0.001

(fee

M)

Te 004504 ¥
)

F0.002 0
004254 -

Rl I 7P S .

r 0.000

0 500 1000 1500

Round n

2000 2500

—— |l =l —— Al === 2

r0.10

r0.08

r 0.06

bt — H—1

r0.04 =

1.0 \ I 0.02

0.8

r 0.00

T T T
1500 2000 2500

Round ¢

T
1000

Figure 3: Analysis of C;1(ji;) and fi; under OSRL-SC.
(a) Average dynamics of C 1 (fit), (b) Dynamics of fig.
||fix — fit—1]|2 is normalized by VG H X to show the average
change of each component, and low-pass filtered using a 8-th
order Butterworth filter with critical frequency wy = 0.025.
The shadowed areas represent 97.5% confidence interval.
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Figure 4: Analysis of ¢%(/i;) under OSRL-SC. (a) Results
using the 2-norm; (b) Results using the L>°-norm. ||¢* (/i) —
qx(fit—1)||2 is normalized by vVGH X to show the average
change for each component. The shadowed areas represent
97.5% confidence interval.

We use the right y-axis of each plot to display the difference
between the value in round ¢ and round ¢ — 1 of the quantities
considered.

Figure 3(b) shows how ||fi; — fit—1]|2 (normalized by
VXGH) and ||fit||2 evolve over time. We clearly see that
|| |l2 quickly converges to some fixed value. This conver-
gence appears in all the plots. Figure 3(a) shows the value of
C 1 (fut), the true value C ;1 (11), and the relative change of
C. (1) between two consecutive steps. We observe that
the convergence rate of fi; dictates also the convergence
of C1(ji;). This suggests that we do not need to solve
the lower bound optimization problem too often to update
the target allocation, which helps reduce the computational
complexity.

Figures 4(a) and (b) show 2 curves each: the left plot
shows the 2-norm of ¢*(ji:) and ¢k (fir) — 5 (fie—1) (the
latter normalized by v GH X), whilst the right plot shows
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the same signals computed using the L°°-norm. In Figure
4(b), notice that the average absolute change in each com-
ponent of the reference vector is very small, below 3% after
few dozens of steps. Furthermore, we can see that this quan-
tity has a convergence rate that is directly dictated by the
convergence of [i; (even if its convergence rate is smaller).
In Figure 4(a), observe that the relative difference between
qx(fi+) and g% (p) around ¢ = 2500 is upper bounded by
roughly 1/9.

Finally, and importantly, in Table 2, we show the aver-
age proportion of arm pulls under OSRL-SC at the stopping
time 7 compared to the optimal allocation vector ¢ (u). It
turns out that OSRL-SC follows accurately the optimal al-
location. The algorithm picks the most informative arms in
each task, i.e., it adapts to the task. From this table, we can
answer our initial question: to learn g* as fast as possible, we
need to use all tasks. Task 1 is used to learn that g3 is subop-
timal, and Task 2 is used to learn that g, is suboptimal. This
is precisely what OSRL-SC is doing.

Conclusion

In this work, we analyzed knowledge transfer in stochastic
multi-task bandit problems with finite arms, using the frame-
work of best-arm identification with fixed confidence. We
proposed OSRL-SC, an algorithm that transfers knowledge
across tasks while approaching the sample complexity lower
bound. We believe that this paper constitutes a sound start-
ing point to study the transfer of knowledge in more gen-
eral online multi-task learning problems. The limitation of
this work is that we only consider models with a finite num-
ber of tasks and arms, which could limit their application in
real life. Furthermore, our algorithm converges to an upper
bound of the lower bound. Lastly, we think it would be inter-
esting to study different structural assumptions (e.g. linear-
ity) that tie reward functions across tasks together, or extend
this work to multi-task reinforcement learning in MDPs.
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