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Abstract

Recent work has shown that representation learning plays a
critical role in sample-efficient reinforcement learning (RL)
from pixels. Unfortunately, in real-world scenarios, repre-
sentation learning is usually fragile to task-irrelevant distrac-
tions such as variations in background or viewpoint. To tackle
this problem, we propose a novel clustering-based approach,
namely Clustering with Bisimulation Metrics (CBM), which
learns robust representations by grouping visual observa-
tions in the latent space. Specifically, CBM alternates be-
tween two steps: (1) grouping observations by measuring
their bisimulation distances to the learned prototypes; (2)
learning a set of prototypes according to the current cluster
assignments. Computing cluster assignments with bisimula-
tion metrics enables CBM to capture task-relevant informa-
tion, as bisimulation metrics quantify the behavioral simi-
larity between observations. Moreover, CBM encourages the
consistency of representations within each group, which fa-
cilitates filtering out task-irrelevant information and thus in-
duces robust representations against distractions. An appeal-
ing feature is that CBM can achieve sample-efficient rep-
resentation learning even if multiple distractions exist si-
multaneously. Experiments demonstrate that CBM signifi-
cantly improves the sample efficiency of popular visual RL
algorithms and achieves state-of-the-art performance on both
multiple and single distraction settings. The code is available
at https://github.com/MIRALab-USTC/RL-CBM.

Introduction
Reinforcement learning (RL) from visual observations has
achieved remarkable success in various domains ranging
from video games (Mnih et al. 2015; Lample and Chaplot
2017) to robotics manipulation (Levine et al. 2016; Kalash-
nikov et al. 2018). Recently, representation learning that em-
beds image inputs into low-dimensional vectors has drawn
great attention in visual RL. Popular approaches include
learning sequential autoencoders (Yarats et al. 2021c; Lee
et al. 2020a), applying data augmentation (Yarats, Kostrikov,
and Fergus 2020; Raileanu et al. 2020) or constructing aux-
iliary tasks (Jaderberg et al. 2016; Srinivas, Laskin, and
Abbeel 2020; Stooke et al. 2021). However, recent work has
shown that many of these methods can be easily distracted
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by task-irrelevant distractions, such as variations in back-
ground or viewpoint (Stone et al. 2021; Fu et al. 2021). A
fundamental challenge is to learn robust representations that
effectively capture task-relevant information and are invari-
ant to the task-irrelevant distractions (Zhang et al. 2021).

In order to learn robust representations, many recent ap-
proaches remedy the overfitting of the encoder by applying
strong data augmentation, such as color-jitter (Laskin et al.
2020) or random convolution (Lee et al. 2019). However,
they require prior knowledge of the distraction to choose
semantic-preserving image transformations in RL settings
(Fan et al. 2021). Moreover, many of these methods require
access to the environments without distractions for sample-
efficient policy optimization. (Hansen, Su, and Wang 2021;
Hansen and Wang 2020). Another line of work proposes a
series of auxiliary tasks. One of the most popular schemes
is to introduce contrastive objectives, which can encour-
age representations to preserve dynamics of the latent space
(Okada and Taniguchi 2021; Nguyen et al. 2021) or behav-
ioral similarity between states (Zhang et al. 2021; Agarwal
et al. 2021). However, these contrastive-based methods usu-
ally rely on carefully constructed positive-negative pairs or
a large batch size (Caron et al. 2020).

In this paper, we propose a novel clustering-based
approach, namely clustering with bisimulation metrics
(CBM), which learns robust representations by discriminat-
ing between groups of visual observations with similar be-
havior. Specifically, at each training step, CBM first com-
putes predicted cluster assignments via the geometric simi-
larity between representations and a set of prototypes. Then,
CBM calculates target cluster assignments by measuring the
bisimulation distances between visual observations and pro-
totypes. Finally, CBM optimizes the encoder and prototypi-
cal representations by enforcing the consistency between the
predicted and target assignments. An appealing feature of
CBM is that it can improve the robustness against distrac-
tions without domain knowledge or carefully constructed
pairwise comparison. Moreover, compared with previous
clustering-based methods, CBM exploits the properties of
RL tasks and achieves task-specific clustering, which en-
ables CBM to extract task-relevant information effectively.

The proposed method CBM is compatible with most vi-
sual RL algorithms. In our experiments, we combine CBM
with two popular baselines, DrQ (Yarats, Kostrikov, and Fer-
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gus 2020) and DrQ-v2 (Yarats et al. 2021a). We perform
empirical evaluations on Distracting Control Suite (Stone
et al. 2021). Experiments demonstrate that our method sig-
nificantly improves the performance of these two algorithms
and achieves state-of-the-art performance both on multiple
and single distraction settings. We also conduct quantitative
analysis and visualization of the clustering results to show
that our method learns representations that hardly contain
task-irrelevant information.

To summarize, this paper makes the following contribu-
tions: (1) We are the first to incorporate the task-specific
properties of RL problems into clustering-based represen-
tation learning. (2) We propose a novel approach CBM,
which learns robust representations by grouping visual ob-
servations with bisimulation metrics. (3) Our experiments
demonstrate that the proposed CBM significantly improves
performance over popular visual RL baselines and achieves
sample-efficient representation learning even if multiple dis-
tractions exist simultaneously.

Related Work
Clustering for representation learning. Learning repre-
sentations by clustering is one of the most promising ap-
proaches for self-supervised learning of neural networks.
Caron et al. (2018) cluster deep features by k-means and
use the cluster assignments as pseudo-labels to learn con-
vnets. To avoid degenerate solutions, Asano, Rupprecht, and
Vedaldi (2020) propose a principled formulation by adding
the constraint that the labels must induce equipartition of
the data. Later, Caron et al. (2020) learned prototypical rep-
resentations through contrastive losses. They obtain online
assignments and make it possible to scale to any dataset
size. Following this, recent approaches (Yarats et al. 2021b;
Deng, Jang, and Ahn 2021) combine prototypical represen-
tations and dynamics learning in the RL setting. In contrast
to these methods, CBM incorporates the task-specific prop-
erties of RL problems into the clustering process and thus
induces robust representations against distractions.
Representation learning for RL Many recent methods
have taken inspiration from the successes of representation
learning in computer vision to improve sample efficiency
and generalization (Vincent et al. 2008; Chen et al. 2020;
Xie et al. 2020). Learning autoencoders by minimizing re-
construction errors has been proven effective in visual RL
(Lee et al. 2020a; Yarats et al. 2021c; Hafner et al. 2019).
Later, Several researchers Stooke et al. (2021); Zhu et al.
(2020) perform contrastive learning that maximizes agree-
ment between augmented versions of the same observation.
More recently, adopting data augmentations such as ran-
dom shifts(Yarats, Kostrikov, and Fergus 2020; Yarats et al.
2021a) has also been demonstrated effective in visual RL.
Another line of work (Lee et al. 2020b; Mazoure et al.
2020; Yu et al. 2021) has designed various auxiliary tasks
to encourage the model to capture the predictive informa-
tion. However, when training with distractions, most of these
methods suffer from performance degradation due to the in-
terference of task-irrelevant information.
RL with visual distractions. Learning control from pix-
els with distractions requires robust representation learning.

Recent work has demonstrated the effectiveness of strong
augmentation techniques in RL (Laskin et al. 2020). How-
ever, the strong augmentation may cause training instability
or divergence. Recent approaches resolve this problem by
policy distillation (Fan et al. 2021) or Q function stabiliza-
tion (Hansen, Su, and Wang 2021). Although their results are
encouraging, these methods usually require domain knowl-
edge to choose proper augmentation or clean environments
without distractions for sample-efficient training. In model-
based RL, many papers (Nguyen et al. 2021; Okada and
Taniguchi 2021) replace the reconstruction-based objectives
with contrastive-based losses, which encourages the encoder
to capture controllable and predictable information in the la-
tent space. Another kind of method (Agarwal et al. 2021;
Zhang et al. 2021) proposes to learn invariant representa-
tions for RL by forcing the latent space to preserve the be-
havioral similarity. These methods rely on constructing pos-
itive pairs or learning accurate dynamics models, which may
be difficult in environments with complex distractions.

Preliminaries
In this section, we first present the notation and the definition
of bisimulation metrics. Then we briefly introduce the visual
RL baselines and previous clustering-based representation
learning methods that CBM builds on top of.

Notation
We consider the environment as an infinite horizon Markov
decision process defined by a tuple ⟨S,A,P, r, γ⟩, where S
is the state space, A is the action space, P(· | s, a) is the
transitioning probability from state s ∈ S to s′ ∈ S , r :
S×A → [0, 1] is a reward function, and γ ∈ [0, 1) is the dis-
count factor. Since image observations only provide partial
state observability, we define a state st by stacking several
consecutive image observations st = {ot,ot−1, . . . ,ot−k},
o ∈ O, where O is the high-dimensional observation space
(image pixels). The goal is to learn a parameterized policy
πθ : S → A such that maximizes the cumulative return
Eπ [

∑∞
t=0 γ

tr(st,at)].

Bisimulation Metrics
Intuitively, two states are behaviorally equivalent if they re-
ceive indistinguishable reward sequences given any action.
By recursively utilizing the reward signal, bisimulation met-
rics (Ferns, Panangaden, and Precup 2011) define a distance
function d : S × S → R≥0 that measures how behaviorally
differently two states are.
Definition 0.1. (Ferns, Panangaden, and Precup 2011)
Given two arbitrary states s1,s2 ∈ S and c ∈ [0, 1), the
bisimulation distance between s1,s2 is defined as

d(s1, s2) = max
a∈A

((1− c)
∣∣ras1 − ras2

∣∣+
cW1 (P(· | s1,a),P (· | s2,a) ; d))

The definition of bisimulation metrics consists of a distance
between rewards and distance between state distributions.
The latter is computed by Wasserstein metric W1, which de-
notes the cost of transport mass from one distribution to an-
other (Villani 2021).
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Data-Regularized Q for Pixel-RL

Data-Regularized Q (DrQ) (Yarats, Kostrikov, and Fergus
2020) uses an optimality invariant state transformation f ,
which preserves the Q values to augment the training data
when optimizing the Q functions. DrQ generates K sam-
ples for each raw image by applying random transforma-
tions and estimates the Q function and Q target by averaging
over the augmented images. The addition of the augmenta-
tion method improves the performance of SAC (Haarnoja
et al. 2018) in DeepMind Control Suite (Tassa et al. 2018).

Recently, Yarats et al. (2021a) propose DrQ-v2 that com-
bines DrQ and TD3 (Fujimoto, Hoof, and Meger 2018).
DrQ-v2 replaces the maximum entropy term (Haarnoja et al.
2018) with a scheduled noise for adjustable exploration and
use target policy smoothing to reduce the bias of Q func-
tions. Moreover, DrQ-v2 uses multi-step TD to learn value
functions. Experiments show that DrQ-v2 achives more ef-
ficient learning than DrQ in complex visual control tasks.

SwAV and Proto-RL

To learn visual features without supervision, Caron et al.
(2020) proposes an clustering-based method, Swapping As-
signments between different views (SwAV), which com-
putes cluster assignments in an online fashion and enforces
consistency between cluster assignments produced for dif-
ferent augmentations of the same image.

Specifically, given two image features zs and zt from two
different augmentations of a same image, they compute their
codes qs and qt by matching the features to K learnable
prototypes C = [c1, . . . , cK ]. Then they setup a swapped
prediction problem with the following loss function:

L (zt, zs) = ℓ (zt,qs) + ℓ (zs,qt) .

where the ℓ represents the cross entropy loss between the
code and the probability obtained by taking a softmax of the
dot products of z and all prototypes.

To ensure equal partitioning of the prototypes across all
embeddings, given B feature vectors Z = [z1, . . . , zB ], the
codes Q = [q1, . . . ,qB ] are calculated by

Q = Diag(u) exp

(
C⊤Z

ε

)
Diag(v), (1)

where u ∈ RK and v ∈ RB are renormalization vectors,
and ε is a parameter that controls the smoothness of the
codes. The renormalization vectors are computed using a
small number of matrix multiplications using the iterative
Sinkhorn-Knopp algorithm (Cuturi 2013).

Proto-RL (Yarats et al. 2021b) draws inspiration from
SwAV and adapts prototypical representation into RL set-
ting. Different from SwAV, they enforce the consistency of
cluster assignments from the predicted transition and the
ground truth transition, which encourages the representa-
tions to preserve one-step dynamical similarity. They also
demonstrate that the learned prototypes form the basis of la-
tent space and thus induce efficient downstream exploration.

Training steps

CH
-in

de
x

Cartpole Swingup

CBM
Proto-RL

Training steps

Cheetah Run

Figure 1: Measure clustering quality with respect to physical
states. The agents are trained with multiple distractions

Methods
In this section, we propose clustering with bisimulation
metrics (CBM)—which groups observations in the latent
space with bisimulation metrics—to learn robust represen-
tations against distractions. Specifically, we first measure
the clustering quality of clustering-based methods to study
whether they capture task-relevant information and filter out
task-irrelevant information. Secondly, we propose to incor-
porate the task-specific properties in RL problems by in-
troducing bisimulation metrics into the clustering process.
Then, we propose an approach to approximate the bisimu-
lation metrics in the clustering process. Finally, we describe
the overall algorithm and implementation details of CBM.

Measuring Clustering Quality in RL
In this part, we take Proto-RL (Yarats et al. 2021b) for ex-
ample to study whether previous clustering-based methods
learn robust representations which capture task-relevant in-
formation and be invariant to task-irrelevant distractions. To
capture task-relevant information, clustering-based methods
should discriminate observations that correspond to differ-
ent physical states. Moreover, to filter out task-irrelevant
information, clustering-based methods should assign obser-
vations corresponding to similar states to the same group
and encode them as neighboring points in the latent space.
Therefore, we can evaluate the robustness against distrac-
tions by the CH index (Caliński and Harabasz 1974) with re-
spect to the low-dimensional physical states. The CH index
is the ratio of between-clusters dispersion and within-cluster
dispersion. A higher value of the CH index indicates that
the clusters are more dense and well separated. Specifically,
we assign each observation to the cluster whose prototype is
closest in the latent space. And we obtain the corresponding
physical states from the simulator.

The results in Figure 1 show that Proto-RL struggles to
learn robust representations while CBM achieves robustness
against distractions. We observe that Proto-RL and CBM
almost start from equal clustering quality because of the
random initialization. However, as the training continues,
CBM consistently improves the clustering quality in terms
of states while Proto-RL sticks to a low value of CH-index.
A potential reason is that the dynamical information used
in Proto-RL to cluster observations contains task-irrelevant
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Figure 2: The framework of CBM. The dashed line represents the backpropagation of gradients. CBM enforces consistency
between predicted cluster assignments and target cluster assignments. We update prototypes’ rewards and transitions by taking
the average of batch rewards and using the learned transition model, respectively.

information about distractions and thus is not task-specific.

Clustering with Bisimulation Metrics
In RL, reward signals provide essential task-specific in-
formation. As stated in Section , bisimulation metrics re-
cursively utilize the reward signal and quantify how be-
haviourally different two observations are. Therefore, we
propose to calculate the cluster assignments according to the
bisimulation metrics to the prototypes. The following propo-
sition shows that a cluster formed in this manner will contain
observations with close expected returns.
Proposition 0.2. Let V ∗ be the optimal value function for
a given discount factor γ. If c ≥ γ, given the bisimulation
metric d and a prototype’s underlying state sc, then for any
two states s1, s2 such that d(s1, sc) < ϵ, d(s2, sc) < ϵ, we
have

|V ∗(s1)− V ∗(s2)| <
2ϵ

1− c
.

Proof in Appendix. The proposition extends Theorem 5.1
in Ferns, Panangaden, and Precup (2004) to the cluster-
ing setting. In CBM, we calculate a bisimulation distance
matrix D = (dij)K×B from the batch of observation en-
codings {zi}Bi=1 and a set of prototypes {cj}Kj=1, where
dij = d(zi, cj). Then we employ the Sinkhorn-Knopp clus-
tering procedure to ensure equal partitioning of the proto-
types across all embeddings and produce the target codes
Q = [q1, . . . ,qB ].

Q = Diag(u) exp

(
−D
ε

)
Diag(v). (2)

Consequently, we calculate soft cluster assignments to the
set of prototypes, where we assign a high probability to the
prototype that is behaviorally similar to the observation.

Approximating Bisimulation Metrics in CBM
In this part, we introduce the approximation to the bisim-
ulation metrics between observations and prototypes. The
bisimulation metrics consist of differences in rewards and
transition. We can store the rewards and transitions of the
observations in the replay buffer. However, the prototypes
are representations in the latent space. Therefore, we cannot
directly obtain their corresponding rewards and transitions
from the environment.

To tackle this problem, we first define the rewards of
the prototypes. We approximate the prototypes’ rewards by
taking the weighted average over the rewards in a batch
r = [r1, . . . , rB ]

⊤. We estimate the prototype reward by

r̂k
c =

K

B
w⊤

k r (3)

where the weight wk = [qk1, . . . , qkB ]
⊤ is taken from

the target codes. Since the target codes should satisfy∑B
j=1 qkj = B

K after the Sinkhorn-Knopp clustering proce-
dure, we multiply the weighted average by a factor K/B for
normalization. At the beginning of the training, we initialize
the prototype reward by randomly sampling from the replay
buffer. We update the prototype reward at each training step
by exponential moving average.

rk
c ← βr̂k

c + (1− β)rk
c (4)

Secondly, to obtain the transitions of the prototypes, we
train a deterministic latent dynamics model P concurrently.
We obtain the prototype transition c′k from prediction of the
model P given ck. Since prior work has shown that min-
imizing a quadratic loss is prone to collapse (Schwarzer
et al. 2020; Gelada et al. 2019), we train the latent dynam-
ics model by one-step contrastive predictive coding (CPC)
(Oord, Li, and Vinyals 2018).
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Figure 3: Performance under multiple distractions. The solid curves correspond to the mean and the shaded region to the
standard deviation. CBM significantly improves the sample efficiency for both DrQ and DrQ-v2.

Finally, we approximate the bisimulation distance
d(zi, cj) as ∥ri − rcj ∥ + ∥z′i − c′j∥ (Castro 2020) using the
prototypes’ rewards and transitions, and thus we can com-
pute the distance matrix D in Equation 2.

Algorithm
In this part, we describe the training process of CBM. Our al-
gorithm repeatedly performs the following steps. Firstly, we
sample a batch of data {oi,ai, ri,o

′
i, }Bi=1 and map visual

observations oi,o
′
i into latent states zi, z′i using the encoder.

Then, we predict the cluster assignment pi by projecting zi
into a set of prototypes {cj}Kj=1 and taking the softmax

pi =
exp

(
1
τ z

⊤
i ck

)∑K
j=1 exp

(
1
τ z

⊤
i cj

) ,
where τ is a temperature parameter. Next, we compute the
target cluster assignment qi by Equation 2. To approximate
the bisimulation metrics, we obtain prototypes’ rewards by
Equation 3, 4 and transitions by using the latent dynamics
model, respectively. Finally, we update the components in
CBM. Specifically, we update prototypical representations
{cj}Kj=1 by optimizing the cross entropy loss

LCBM = −
B∑

k=1

qk logpk.

We update the dynamics model by one-step contrastive
predicting coding. We allow the gradients from LCBM and
dynamics loss to propagate to the encoder. Note that CBM
is compatible with most visual RL algorithms. We illustrate

the framework of CBM in Figure 2, and we provide the pseu-
docodes of CBM in the Appendix.

Experiments
In this section, we discuss the empirical results of CBM. We
combine CBM with two popular algorithms, DrQ (Yarats,
Kostrikov, and Fergus 2020) and DrQ-v2 (Yarats et al.
2021a), which improve SAC and TD3 for visual control
tasks. To evaluate robustness against distractions, we test all
methods on multiple and single distraction settings. Then,
we analyze the impact of each component in CBM. Finally,
we visualize the embedding space of CBM to demonstrate
that CBM achieves task-specific clustering. All experiments
report results over five seeds.
Control Tasks We evaluate all agents on a challenging
benchmark for vision-based control, Distracting Control
Suite (DCS) (Stone et al. 2021). DCS extends DeepMind
Control (DMC) (Tassa et al. 2018) with three kinds of visual
distractions (background, color and camera pose). In multi-
ple distractions settings, we use DCS ”easy” setting, where
the background images are sampled from 4 videos, and the
scale for camera and color distraction is 0.1.
Baseline Methods Besides DrQ and DrQ-v2, we compare
CBM with three state-of-the-art methods including Proto-
RL (Yarats et al. 2021b), which learn representations by
grouping observations with dynamics information, SVEA
(Hansen, Su, and Wang 2021), which regularizes the rep-
resentations by utilizing strong augmentation like random
convolution, TPC (Nguyen et al. 2021), which contrastively
learns a latent model for planning.
Architectures When combining CBM with DrQ and DrQ-

8847



0.00 0.25 0.50 0.75 1.00
Camera distraction intensity

Av
er

ag
e 

Re
tu

rn
DrQ-v2+CBM
DrQ+CBM
DrQ-v2
DrQ
Proto-RL
SVEA
TPC

0 1 2 4 8 15 30 60
Number of background videos

Av
er

ag
e 

Re
tu

rn
0.00 0.25 0.50 0.75 1.00

Color distraction intensity

Av
er

ag
e 

Re
tu

rn

Figure 4: Evaluation results after training with single distraction for 5e5 environment steps. CBM achieves state-of-the-art
performance under the camera and background distraction.

v2, we use a shared convolutional encoder followed with a
linear projector with 50 outputs. CBM learns K=128 proto-
types, each parameterized as a 50-dimensional vector.

Learning Control with Multiple Distractions
In this part, we evaluate methods under multiple distrac-
tions in terms of sample efficiency and asymptotic perfor-
mance. Stone et al. (2021) find that multiple distractors have
a compounding effect: combined distractors degrade per-
formance more than individually. The results in Figure 3
show that CBM significantly improves the sample efficiency
and asymptotic performance of DrQ and DrQ-v2. Moreover,
CBM outperforms all baselines in six environments. In some
tasks like finger spin or cheetah run, DrQ and DrQ-v2 are
able to learn reasonable behaviour, but they require more
samples to train the agent. The poor performance of Proto-
RL, SVEA, and TPC indicate clustering with dynamics in-
formation, utilizing strong augmentation and learning latent
dynamics contrastively struggle to overcome the challenging
compounding effect of the multiple distractions.

Learning Control with Single Distractions
In this part, we train agents with each single distraction in
different magnitude and evaluate them at the end of train-
ing. We present the results in Figure 4. CBM significantly
improves the performance of both DrQ and DrQ-v2, espe-
cially under strong distractions. We observe that Proto-RL
performs fairly well when the distraction is mild, while its
performance declines dramatically as the distraction scale
increases. This result indicates that clustering with dynam-
ics information can help to handle a mild distraction but per-
forms poorly under stronger distraction. TPC only achieves
about 600 average returns in the standard setting without dis-
tractions. We argue that its poor performance partly comes
from the low sample efficiency of model training. SVEA is
quite robust to color distraction. However, it suffers from
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Figure 5: CBM works better than training a latent model
alone or contrastively utilizing the bisimulation metrics.

severe degradation under the camera and background dis-
traction. A potential reason is that the particular augmen-
tation choice in SVEA (random convolution) can simulate
the color variations well but can not approximate the cam-
era and background variations. Therefore, we conclude that
the data augmentation method can perform well with proper
augmentation choice according to the domain knowledge
but perform much worse than our method CBM when such
domain knowledge is missing.

Ablation Study
This part analyzes the impact of clustering-based objectives,
the transition model, and the number of prototypes. We con-
duct the experiments on cartpole swingup and walker walk
in the multiple distraction setting.
Comparison with contrastive objectives We compare the
clustering-based objective in CBM with a contrastive-based
objective. Concretely, for every observation encoding, we
select the positive sample as the closest observations from
the sampled batch with respect to bisimulation metrics. We
keep all hyperparameters fixed and approximate the bisimu-
lation metrics in the same way as in CBM. We optimize the
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Figure 6: t-SNE visualization of representations learned by CBM and Proto-RL. The color represents the state value, the red
points represent the prototypes. We show an example prototype and three encodings that have biggest assignment probability
to it. The cluster formed by CBM is more behaviorally similar and the prototypes disperse more uniformly in the latent space.
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Figure 7: Performance of CBM with various number of pro-
totypes. Zero prototypes represent the implementation that
only train the transition model.

encoder by the InfoNCE loss (Oord, Li, and Vinyals 2018)
and the dynamics loss. As shown in Figure 5, we observe
that the contrastive-based method performs poorly on the
multiple distraction setting, while CBM exploits the bisim-
ulation metrics better and is much more sample-efficient. A
potential reason is that the contrastive-based method is sen-
sitive to negative samples and requires a large batch size.
Impact of transition model To approximate the bisimula-
tion metrics, we concurrently train a latent model by one-
step CPC. Previous work has shown that learning latent
dynamics can help discriminate task-relevant information
(Nguyen et al. 2021). To study the separate effect of train-
ing a latent model in our method, we update the encoder
by training the transition model alone. From Figure 5, we
investigate that training the latent model improves the per-
formance of DrQ-v2. Adding the clustering loss LCBM can
further improve the sample efficiency and asymptotic per-
formance, which proves the effectiveness of the clustering.
Impact of number of prototypes We test CBM with a dif-
ferent number of prototypes ranging from 0 to 512. From

Figure 7, we find that even a small number of prototypes,
such as eight, can significantly improve performance. We
also observe that further increasing K to 128 can make a
slight improvement, while a larger K may not always bring
further improvement. These results suggest that the number
of prototypes has little impact as long as it is ”enough”.
Since using more prototypes increases the computational
cost, we recommend training CBM with 128 prototypes.

Visualization Analysis

In this part, we visualize the embeddings trained with back-
ground distraction on cartpole swingup. We apply t-SNE al-
gorithms on randomly selected observation encodings and
the set of prototypical representations. Figure 6 shows that
CBM maps observations with similar values to neighboring
regions while Proto-RL does not. This indicates that CBM
effectively captures task-relevant information.

To visualize the clustering results, we select a prototype
and present the three nearest observations in terms of cosine
similarity. We observe that observations obtained from the
embedding of CBM exhibit similar behavior, while those ob-
tained from Proto-RL behave quite differently. This observa-
tion demonstrates that CBM achieves task-specific cluster-
ing. We put more clustering results of CBM from different
environments in the Appendix.

Conclusion

Learning robust representations is critical for sample-
efficient reinforcement learning from images. In this pa-
per, we propose CBM, a novel clustering-based method that
learns robust representations by grouping visual observa-
tions with bisimulation metrics. By incorporating the prop-
erties of RL tasks, CBM effectively captures task-relevant
information and filters out task-irrelevant information. Ex-
periments demonstrate that CBM significantly improves
the sample efficiency of popular visual RL algorithms and
achieves state-of-the-art performance on both multiple and
single distraction settings.
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