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Abstract

Most entropy measures depend on the spread of the proba-
bility distribution over the sample space X , and the maxi-
mum entropy achievable scales proportionately with the sam-
ple space cardinality |X |. For a finite |X |, this yields robust
entropy measures which satisfy many important properties,
such as invariance to bijections, while the same is not true
for continuous spaces (where |X | = ∞). Furthermore, since
R and Rd (d ∈ Z+) have the same cardinality (from Can-
tor’s correspondence argument), cardinality-dependent en-
tropy measures cannot encode the data dimensionality. In this
work, we question the role of cardinality and distribution
spread in defining entropy measures for continuous spaces,
which can undergo multiple rounds of transformations and
distortions, e.g., in neural networks. We find that the average
value of the local intrinsic dimension of a distribution, de-
noted as ID-Entropy, can serve as a robust entropy measure
for continuous spaces, while capturing the data dimensional-
ity. We find that ID-Entropy satisfies many desirable proper-
ties and can be extended to conditional entropy, joint entropy
and mutual-information variants. ID-Entropy also yields new
information bottleneck principles and also links to causality.
In the context of deep learning, for feedforward architectures,
we show, theoretically and empirically, that the ID-Entropy
of a hidden layer directly controls the generalization gap for
both classifiers and auto-encoders, when the target function is
Lipschitz continuous. Our work primarily shows that, for con-
tinuous spaces, taking a structural rather than a statistical ap-
proach yields entropy measures which preserve intrinsic data
dimensionality, while being relevant for studying various ar-
chitectures.

Introduction and Motivation
In this paper, we consider an alternative interpretation of
what outlines a good measure of information, particularly in
the context of sample spaces which can repeatedly undergo
continuous transformations of any kind. This applies to do-
mains where data can undergo multiple rounds of process-
ing and distortion, for example, in machine learning with
deep neural networks. Our objective here is to find whether
a robust information measure can be defined in this context,
which ideally satisfies the various properties exhibited by
discrete entropy, which is defined for discrete spaces.

Copyright © 2023, Association for the Advancement of Artificial
Intelligence (www.aaai.org). All rights reserved.

Entropy for discrete sample spaces X (|X | < ∞) is es-
sentially a fundamental property of the space. If one were
to map the elements of a finite X to another space X ′ using
a bijection, X ′ will have the same entropy as X . Therefore,
bijective transformations such as shift and scaling will yield
the same discrete entropy. Furthermore, the notion of sur-
prise, which is often associated with entropy, aptly applies
to the case of finite X , as a larger spread of the distribution
essentially points to less certainty about the outcome of any
random draw from X . It is also worth noting that any de-
terministic function, which maps a finite X to another finite
space X ′, can only reduce discrete entropy, as deterministic
maps should not increase the amount of information.

It is interesting to note then, that the counterpart of en-
tropy measures for continuous spaces, such as differential
entropy and other variants (Renyi 1960; Shannon 1948),
don’t satisfy the same desirable properties as discrete en-
tropy. First, we note that differential entropy can change
significantly in response to trivial bijective maps, such as
simply scaling the axes by a factor of α. In fact, for a
continuous random variable (RV) X ∈ Rd, we have that
h(αX) = h(X) + log |α|, where h(.) denotes the differen-
tial entropy. Second, we reason that the notion of distribution
spread cannot be used as a measure of surprise for continu-
ous distributions. This is because if one were to simply scale
the axes by α, we can directly tune the spread of the distri-
bution. By doing so, one would be able to yield arbitrarily
higher measures of surprise by simply processing the RV
X with a bijective map such as scaling. Note that we can-
not do this for discrete entropy, as bijections such as scaling
and translation do not alter the discrete entropy of the space.
Third, similar to our previous arguments, we see that sim-
ply scaling the variable to have a much higher spread can
increase differential entropy arbitrarily, and thus processing
can increase differential entropy, contrary to how discrete
entropy behaves. Note that similar conclusions would fol-
low even if one were to estimate the differential entropy af-
ter normalizing the variance of X , by replacing the scaling
transformation with any other scale-preserving distortion.
Towards Local Measures of Surprise: We next consider
how to quantify surprise for continuous spaces. We start by
noting that maximum entropy for a discrete set X is log |X |,
and thus depends on the cardinality of the set. In contrast, for
continuous spaces of d dimensions Rd, the cardinality is ac-
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tually invariant to the dimension d. As observed first by Can-
tor in his 1874 work (Cantor 1874), there exists a bijective
transformation between Rd1 and Rd2 for any d1, d2 ∈ Z+,
indicating that Rd1 and Rd2 have the same cardinality. These
observations point to a potentially different interpretation of
what an entropy measure could signify in the context of con-
tinuous spaces. We see that both cardinality and spread can-
not be used as a basis for computing any measure of sur-
prise. Furthermore, we observe that the notion of surprise
itself cannot be immediately defined in this case, as the true
surprise limdx−→0 log

1
P (x)dx , for any element x ∈ X would

be infinite, as dx −→ 0 implies P (x)dx −→ 0 as well (except
for Dirac-delta distributions).

This leads us to question whether there are alternate ways
to quantify surprise for continuous spaces. To do so, we
define the covering of a distribution P (X), as the mini-
mal number of spheres B0, B1, ..., BK of fixed radius ϵ,
which together cover the entire support of P (X). By do-
ing so, we can effectively treat P (X) as a discrete dis-
tribution of cardinality K, and we can define surprise in
the conventional log-probability sense. Next, for any point
X0 which lies in the support of P (X), we define a local-
neighborhood N (X0) centered at X0 , which is a sphere
of radius δ, s.t. δ = τϵ for some constant τ > 1. Let
the number of spheres among B0, B1, ..., BK that lie in-
side N (X0), be denoted by n. As ϵ−→ 0, we can easily
show that n−→(δ/ϵ)d(X0), where d(X0) is the dimension
of the distribution manifold around X0, also called the lo-
cal intrinsic dimension (Bac and Zinovyev 2020). As such,
the local surprise converges to log n = log(δ/ϵ)d(X0) =
d(X0) log(δ/ϵ) = d(X0) log(τ). Furthermore, the expected
value of local surprise is EX∼P [d(X)] log(τ). The quantity
EX∼P [d(X)] is what we propose to analyze in this work.
We term this quantity as the local intrinsic dimensional en-
tropy (ID-Entropy) of the distribution, and find that it satis-
fies all of the earlier discussed properties of discrete entropy.
Furthermore, we also find that ID-entropy can be relevant in
the context of analyzing the information in deep neural net-
work layers, and predicting their generalization behaviour,
which is discussed next.
Information Bottlenecks and Generalization: The Infor-
mation Bottleneck (IB) principle, originally proposed in
(Tishby and Zaslavsky 2015), discusses the relevance of
quantities such as the mutual information (MI) between the
input X and features T , denoted by I(X;T ), and between
the features and labels Y , denoted by I(T ;Y ) to gener-
alization performance. Broadly, the IB principle hypothe-
sizes that neural networks undergo two phases during learn-
ing: (a) a fitting phase where both I(X;T ) and I(Y ;T ) in-
creases, and (b) a compression phase where I(X;T ) de-
creases. However, the true MI I(X;T ) is actually infinity,
as given a fixed network configuration, T is a determinis-
tic function of X , and I(X; f(X)) = ∞ for deterministic
f (Goldfeld and Polyanskiy 2020). Furthermore, these two
phases have not always been observed in networks (Saxe
et al. 2018). In this work, we show that ID-Entropy of the
feature layer T of a neural network, denoted by h(T ), can
be analyzed similarly, leading to analogous bottleneck crite-

ria, and new generalization error bounds. Furthermore, un-
like the vacuous nature of the estimate of I(X;T ), h(T )
is non-zero and finite, and has opposite trends during train-
ing compared to its IB counterpart. From ID-Entropy’s per-
spective, we find that the network undergoes compression
first, as h(T ) reduces initially and increases slowly there-
after. Furthermore, both in theory and practice, we find that
if the network converges to a higher h(T ) after training, it
shows worse generalization performance.

Contributions
The following are the specific contributions of our work.
1. Definition and Properties: A novel measure of entropy
for continuous domains called ID-Entropy is proposed. Un-
like differential entropy and other counterparts, ID-Entropy
is motivated from the observation that the intrinsic dimen-
sionality of the data relates to a local measure of informa-
tion gain, yielding a new notion of surprise for continuous
spaces. We find that ID-Entropy satisfies many properties of
discrete Shannon entropy itself.
2. New Information Bottleneck Criteria: ID-Entropy
measures leads to a new notion of information bottlenecks
for auto-encoder and classifier architectures. Unlike conven-
tional bottlenecks where the notion of MI and differential
entropy can be vacuous, ID-Entropy avoids this problem,
while yielding new perspectives on the problem.
3. Connection to Generalization: We find that the ID-
Entropy of input and hidden layers for feedforward architec-
tures in large dataset scenarios controls the generalization
gap for both auto-encoders and classifier architectures.
4. Connection to Causality: ID-Entropy encodes the un-
derlying causal factors responsible for generating any given
dataset, when considering a class of causal models where
causal effects are generated by continuous functions. This
pertains to the cases where, if X is the only cause of Y , Y is
a continuous function of X (but not necessarily vice-versa).
5. Experimental Validation: We empirically compute the
ID-Entropy of feature layers for feed-forward architectures
such as Convolutional Neural Networks (CNNs) and Convo-
lutional Auto-Encoders trained on MNIST and CIFAR-10.
For both auto-encoders and classifiers, we find that the esti-
mated ID-Entropy correlates with the generalization gap.

ID-Entropy: A New Perspective on Entropy
Assumptions and Definitions
In this section, we present some useful definitions and as-
sumptions, building up to ID-Entropy.

Let X be a random variable (RV) and P (X) be the distri-
bution of X . We first enumerate some useful notions. (A1)
For a RV X , the support of P (X) can be expressed as a
union of a finite number of locally Euclidean (Lee 2010)
manifolds, where locally Euclidean means that every point
in the support of P (X) has a local neighborhood which is
homeomorphic to Rk for some non-negative integer k. (A2)
For a set of RVs X = {X1, X2, .., Xn} and for any S ⊆ X,
the geodesic distance between any two connected points in
P (S) is finite. (A3) For a RV X , the number of connected
components in the support of P (X) is countable. Unless
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otherwise mentioned, all RVs in this work are assumed to
satisfy A1, A2, and A3. These assumptions are not very
stringent, and we expect them to be satisfied for most cases.
We provide a more detailed discussion regarding the same
in the Appendix, available in (Ghosh and Motani 2023).

Next, we define a novel relation between two RVs called
f-relatedness. Note that f-relatedness is used in the context
of vector fields with a different meaning (Wikipedia 2022).

Definition 1. (f-relatedness) We say that a RV Y is f-related
to another RV X , if there exists a continuous function f such
that f(X) = Y . This is denoted by X ❀ Y . We also refer
to this as an f-relation. When Y is not f-related to X , we
denote this as X ❀̸ Y .

Note that two RVs X and Y are either f-related or they
are not. Furthermore, f-relatedness is asymmetric, i.e., X ❀

Y does not imply Y ❀ X . Next, we define symmetric f-
relations.

Definition 2. (Symmetric f-relation) We say that RV’s X
and Y have a symmetric f-relation when X ❀ Y and Y ❀

X . A symmetric f-relation is denoted as X ←→ Y .

Note that both f-relations and symmetric f-relations can
be extended to the multiple RVs scenario. One can simi-
larly define (X1, X2, .., Xk) ❀ Y and X ❀ (Y1, Y2, .., Yk)
for RVs X1, X2, .., Xk and Y1, Y2, ..Yk. We note that
(X1, X2, .., Xk) ❀ Y does not imply Xi ❀ Y for any i.

Next, we define the ϵ-Neighborhood Intrinsic Dimension
of a RV X , at any point ρ ∈ Rd, as follows. First, for some
0 ≤ ϵ ≤ ∞, let us consider another RV Xρ

ϵ , which follows
a distribution P ρ

ϵ given by:

P ρ
ϵ (X) =

{
P (X)

c , if ∥X − ρ∥ ≤ ϵ

0, otherwise

Here, c is a constant which scales the distribution to ensure∫
P ρ
ϵ (X)dX = 1.

Given this, we define the ϵ-Neighborhood Intrinsic Di-
mension dϵ(ρ) as follows:

dϵ(ρ) = minn s.t. (v1, v2, ..vn)←→ Xρ
ϵ (1)

where v1, v2, ..vN represent either continuous RVs such that
0 ≤ vi ≤ 1, or binary RVs such that vi ∈ {0, 1}. Thus, in
other words, dϵ(ρ) represents the minimum number of total
continuous and/or discrete RVs of any arbitrary dense dis-
tribution Q, which can be associated with Xρ

ϵ via a homeo-
morphism, i.e., infinitesimal changes in v1, v2, ..vN always
yields infinitesimal changes in Xρ

ϵ and vice versa. Note that
dϵ(ρ) will be finite for small ϵ due to the locally Euclidean
assumption. Thus, note that cycling through all possible val-
ues of the RVs and remapping them to Rd using the appro-
priate continuous map should precisely yield the set of all
possible values of the RV Xρ

ϵ .
With this, we can define ϵ-ID-Entropy hϵ(X) of a RV X

with an underlying distribution P (X) as follows:
Definition 3. (ϵ-ID-Entropy). We define the ϵ-ID-Entropy
hϵ(X) of a RV X as hϵ(X) = Eρ∼P (X) [dϵ(ρ)], where
P (X) is the underlying distribution of X .

Algorithm 1: Estimation of ID-Entropy
Input: S = {X1, .., Xm} (i.i.d samples of RV X), a global-
ID estimator fID(S′) of points in S′, & parameters (k, n).
Output: IDX (Estimate of ID-Entropy of X)

1: IDsum = 0
2: for j = 1, ⌊2m/n⌋, ⌊3m/n⌋, .. . . . ,m do
3: Let S′ = k-nearest neighbors of Xj in S
4: IDsum = IDsum + fID(S′)

5: IDX = IDsum/n

Note that the above formulation represents the ID-Entropy
for a finite fixed ϵ > 0, and, as such, one can similarly con-
sider all possible values of 0 < ϵ < ∞. Next, with this, we
can define the ID-Entropy h(X) of X as follows.
Definition 4. (ID-Entropy). We define the ID-Entropy h(X)
of a RV X as

h(X) = lim
ϵ−→ 0+

hϵ(X). (2)

Note that the above definition can be extended to the case
of multiple RVs, just by considering their concatenated form
as the new RV. Thus, the joint ID-Entropy of RV X ∈ Rd

and Y ∈ Rl can be defined as follows:

h(X,Y ) = h(V ), (3)

where V ∈ Rd+l is simply a concatenation of the two RVs
X and Y . Note that one can similarly define mutual ID-
information and conditional ID-Entropy from the definition
of ID-Entropy, in the same way as their traditional counter-
parts. They are defined as follows.
Definition 5. (Mutual ID-information) Given RVs X and
Y , I (X;Y ) = h(X) + h(Y ) − h(X,Y ). Note that
I (X;Y ) ≥ 0.
Definition 6. (Conditional ID-Entropy) Given RVs X and
Y , h(Y |X) = h(X,Y ) − h(X). Note that h(Y |X) ≥ 0,
and h(Y |X) = 0 iff X ❀ Y .

Algorithm 1 shows how to estimate ID-Entropy, making
use of a global-ID estimator, denoted by fID.

Properties of ID-Entropy
We outline the properties of the proposed ID-Entropy mea-
sure and its extensions. The proofs of all the properties, and
all subsequent theoretical results in this paper, are given in
the Appendix in (Ghosh and Motani 2023). In what follows,
dim(X) represents the dimensionality of X’s co-domain.
P1 0 ≤ h(X) ≤ dim(X) (Finite and Bounded)
P2 h(X) ≤ hϵ(X) for any ϵ > 0.
P3 h(αX) = h(X), for any real α (Scale-invariance).
P4 h(X,Y ) = h(Y,X) (Symmetric).
P5 h(X,Y ) ≥ h(X) and h(X,Y ) ≥ h(Y ).
P6 h(X,Y ) ≤ h(X) + h(Y ).
P7 If X ❀ Y , h(X,Y ) = h(X) ≥ h(Y ). (Cannot in-

crease with continuous processing)
P8 If X ❀ Y ❀ Z, then we have that I (X;Y ) ≥

I (X;Z). (DPI for Continuous Maps).
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P9 If X → Y → Z represents a general Markov Chain,
then we have that I (X;Y ) ≥ I (X;Z). (DPI for Gen-
eral Markov Chains).

P10 If X ←→ Y , h(X) = h(Y ).

P11 (Sampling Invariance) Let X ∈ Rd be represented
as d RVs (X1, X2, ..Xd). Consider functions f1, f2, ..fd
all from R −→ R, such that they are order preserving
and continuous (X < Y implies fi(X) < fi(Y )).
Then we have that, h(X) = h(X1, X2, ..Xd) =
h(f1(X1), f2(X2), ..fd(Xd)). We denote this property
of ID-Entropy as sampling-invariance, where f1, f2, ..fn
represent the re-sampling functions.

Remark 1. We note that ID-Entropy shares many of the de-
sirable properties of discrete Shannon entropy. This includes
P4, P5, P6, P8 and P9. In the Appendix, available in (Ghosh
and Motani 2023), we also define a tighter variant of ϵ-ID-
Entropy, called ϵ-log-ID-Entropy, which more smoothly con-
nects to discrete Shannon entropy.

Remark 2. We see that ID-Entropy is sampling-invariant
(P11), thus h(X), does not change when the individual 1-
d RVs within X undergo separate order-preserving sam-
pling functions. This is a desirable when X represents real
data sampled through sensors, as this ensures that h(X)
does not change in response to different choices of sensors
with slightly different sensitivities, as long as they are or-
der preserving. For instance, for vision sensors, one can po-
tentially have many possible ways by which the pixels re-
spond to brightness changes. As long as lower brightness
gets mapped to a lower response, the ID-Entropy of the sam-
pled signal stays the same.

Remark 3. We refer to our initial discussion regarding the
observation that Rd and R are equivalent in terms of car-
dinality, thus Rd and R cannot be differentiated cardinality-
wise. However, as R is not homeomorphic to Rd, only via
their topological properties we can differentiate Rd and R.
If we consider distributions P (X) dense in Rd, then it will
have an ID-Entropy of d, as any dense distribution is home-
omorphic to Rd. Applying this to the case of d = 1, we see
that the ID-Entropies of all 1-D distributions with dense sup-
port is 1, contrary to differential entropy, which heavily de-
pends on the shape and statistics of the distribution.

Connection to Differential Entropy
We show that there exists scenarios where ID-Entropy is re-
lated to the traditional differential entropy (Cover 1999).

Definition 7. (Differential Entropy) The differential en-
tropy H(X) of a RV X with an underlying probabil-
ity density function of P (X) is defined as H(X) =
EX [log(P (X))].

The result, shown in Proposition 1, finds that only when
one re-imagines the notion of probability density, the two
metrics can be shown to be of similar form.

Proposition 1. Let us consider distributions P (X) such that
for all points X0 ∈ Rd which lie in the support of P (X), and

for ϵ −→ 0+ the following holds.∫
∥X−X0∥≤ϵ

P (X)dX = F (ϵ) (4)

where F (ϵ) is some function of ϵ. The above imposes a con-
straint where the distribution is evenly distributed across
the support of P . Next, we consider a slightly modified no-
tion of probability density Psupp(X), where Psupp(X0) =
limvol(V )→0

∫
X∈V

P (X)dX/vol(V ), where V is the k-
dimensional hypercube around X0 and k is the ID at X0.
Thus Psupp(X) measures how the probability is distributed
w.r.t the local distribution support. Then, as ϵ −→ 0+,

E
X
[log(Psupp(X))] = log(ϵ)h(X) + log

K

F (ϵ)
, (5)

for some fixed scalar K.
Remark 4. Note that there are two separate conditions for
the result in Proposition 1 to hold, (a) the equi-probability
condition indirectly enforces that among all distributions
which are only non-zero valued in the support of P (X),
P (X) is of the largest differential entropy, and (b) the re-
imagining of probability density with respect to the volume
of the support of P (X), rather than the hypercube in Rd,
which is usually the case. For example, if the data manifold
in Rd is a 2D plane, the probability density is the total prob-
ability divided by the total surface area of the plane.

Perspectives on ID-Entropy
In this section, we provide additional results pertaining to
ID-Entropy and its variants, to shed more perspectives on
the nature of information encoded by the metric.

ID-Entropy: New Bottleneck Criteria
We find that ID-Entropy can be used to formulate infor-
mation bottleneck criteria similar to (Tishby and Zaslavsky
2015), for both auto-encoders and classifiers. Let T repre-
sent the hidden layer of a network. h(T ) is non-zero and
finite, unlike I(X;T ) which is actually infinite when T is a
deterministic function of X . We outline the two bottleneck
criteria in the following definitions, which are later also sup-
ported by the theoretical results in the following section.
Definition 8. (Bottleneck for Auto-Encoders) Consider the
class of auto-encoders which can be represented sequen-
tially as X ❀ T ❀ X̃ , where T is the encoding of X as
some latent feature representation. When X = X̃ , we have
that h(X) = h(T ) ≤ hϵ(T ) ≤ dim(T ). Thus, we outline
the condition for a relaxed information bottleneck criterion
as follows.

min hϵ(T ) s.t. X̃ = X. (6)
Definition 9. (Bottleneck for Classifiers) Consider the class
of feedforward supervised architectures which can be repre-
sented sequentially as X ❀ T ❀ Ỹ , where T represents
any hidden layer within the architecture. Given this, we out-
line the conditions for a relaxed information bottleneck cri-
terion as follows.

min hϵ(T ) s.t. Ỹ = Y. (7)
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Remark 5. Note that unlike conventional bottleneck mea-
sures which work with the MI between the features and in-
puts, or features and labels, here, the bottleneck principle
for ID-Entropy, in both scenarios, concerns with the ϵ-ID-
Entropy of the features. Specifically, for these bottlenecks,
the objective is to minimize ϵ-ID-Entropy of the features, un-
der the condition that the network has a perfect fit on the
output, for both scenarios.

ID-Entropy: Relevance to Generalization
In this section, we provide two theoretical results that con-
nect ID-Entropy of the input and the hidden layers to gen-
eralization error, for both auto-encoders and classifiers. We
first give some necessary definitions, after which we provide
the bounds on generalization error for both cases.

Definition 10. (Label Generating Function (LGF):) For
any given binary classification task, where the input data
X ∈ Rd and X ∼ P , and labels Y ∈ {−1, 1}, we define the
ground truth label generating function gtrue as the function
which generates the true labels on all datapoints X ∼ P .

Definition 11. (Probabilistically Lipschitz:) Any function
f : Rd −→ {−1, 1} is said to be probabilistically Cp-
Lipschitz, if it satisfies the following. For any X,X ′ ∈ Rd,

P (f(X) ̸= f(X ′)) ≤ Cp∥X −X ′∥. (8)

Theorem 1. (Auto-Encoders) We consider a scenario with
an auto-encoder network. Let S = {X1, X2, .., Xm},
be the training data points. Also, let êrrMSE(S) repre-
sent the training mean-squared reconstruction error and
errMSE(g(fT (X)), X) = ES [êrrMSE(S)] be the gener-
alization error, where fT (X) represents the function at any
layer T , and g(.) represents the reconstruction function. Let
gtrue(.) be the ground truth reconstruction function. We con-
sider architectures which yield continuous fT and g. Given
that X ∼ P , let dmax = maxX∼P,i∥X − Xi∥. Then, as
m −→ ∞, for Lipschitz continuous g, gtrue and fT , and for
some C > 0 we have that

errMSE(g(fT (X)), X) ≤ êrrMSE(S) +
Cd2max h(T )

h(T ) + 2
,

(9)
where C depends on Lipschitz constants of g, gtrue and fT .

Corollary 1.1. (Classifiers) We are given training data
points and labels S = {(X1, y1), (X2, y2), .., (Xm, ym)}.
Also, let êrr(S) represent the 0-1 loss on the training data
and err(g(fT (X)), y) represent the generalization error,
where fT (X) represents the function at any layer T , and
g(fT (X)) yields the network output. Let gtrue(.) be the
ground truth label generating function. We consider archi-
tectures which yield continuous fT and g. Then, as m −→∞,
for probabilistically Lipschitz continuous g and gtrue and
Lipschitz continuous fT , we have that

err(g(fT (X)), y) ≤ êrr(S) +
Cpdmax h(T )

h(T ) + 1
, (10)

where Cp depends on the probabilistically Lipschitz con-
stants of g and gtrue, and the Lipschitz constant of fT .

Remark 6. Note that these theoretical results support the
bottleneck criteria defined in the previous section. Taken to-
gether, Theorem 1 and Corollary 1.1 both indicate that a
larger ID-Entropy of the feature layers will likely lead to
a larger generalization gap. Note that these results are de-
rived for the asymptotic case of infinite training examples,
but we should expect them to hold for large training datasets
as well, and to a certain extent in smaller training datasets.
In our experiments we indeed find that for moderately sized
training datasets in MNIST and CIFAR-10, ID-Entropy of
feature layers indeed grow with the generalization gap.

Remark 7. Note that these results are not intended to be
computable bounds, but rather to provide insights into the
overall trends on how ID-Entropy can potentially relate
to the generalization gap, particularly the asymptotic be-
haviour of the gap. Note, as m→∞, we have dmax → 0.

ID-Entropy: Connections to Causality
The properties of ID-Entropy indicate that it could poten-
tially encode the underlying causal factors under a specific
set of assumptions for cause-effect relationships. The fol-
lowing proposition shows this for the case where k indepen-
dent, continuous valued causes generate the data.

Proposition 2. Consider any arbitrary causal diagram (di-
rected acyclic graph) which has an observable RV X ∈ Rd,
and a set of hidden variables (potentially causes) in C =
{C1, C2, ..., Cn} where Ci ∈ R ∀i. Furthermore, assume
that if (X1, X2, ..., Xp) are the parent nodes of Y , then we
have that (X1, X2, ..., Xp) ❀ Y . Given this, we have

h(X) ≤ min k s.t. (Ca(1), Ca(2), ..Ca(k)) ❀ X, (11)

where 1 ≤ a(i) ≤ n. Thus, the ID-Entropy of X is less
than the minimum number of variables in C such that X is
f-related to them.

Remark 8. The result in proposition 2 holds for causal
models where, if X1, .., Xk are the sole causes of Y , then
(X1, .., Xk) ❀ Y , i.e., Y is some continuous function of
X1, .., Xk. In this setting, we find that the ID-Entropy of
observable variables are internally related to the minimal
number of causes that functionally relate to the observed
variable. As ID-Entropy is invariant to the shape and statis-
tics of the distribution (Remark 3), in the context of propo-
sition 2 it implies that ID-Entropy can capture structural
information pertaining to the hidden causes, rather than
purely statistical information.

Related Work
With regard to our proposed variants of ID-entropy mea-
sure, their various entropy-like properties and the relevance
to generalization, we did not find much directly related
work. However, there are various bodies of work in litera-
ture which have individually studied the various aspects of
our proposed measure. First, we note that as one of our ob-
jectives is to find a suitable measure of entropy that is invari-
ant to homeomorphisms, this rules out the well-known vari-
ants of divergence measures in the literature. They include,
KL-divergence, Bregman-divergence, and the f-divergences
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(Basseville 2013). We note that these measures are not topo-
logical invariants, i.e., they are not invariant to the set of all
homeomorphisms. Similarly, other topological properties of
a distribution such as the Hausdorff dimension and the frac-
tal dimensions are not topological invariants (Fernández-
Martı́nez 2016). We also note that intrinsic dimensional-
ity has been studied in previous works (Birdal et al. 2021;
Nakada and Imaizumi 2020), not from the perspective of
an entropy measure, however. Rather, the use of homeomor-
phisms to Rn in our work in order to arrive at the local di-
mensionality is more aligned with the concept of topologi-
cal dimension (Coornaert 2015). However, the topological
dimension is a global metric whereas our proposed mea-
sures are expected values of their local counterparts. There
has been a body of work which connects dimensionality and
entropy (Wu and Verdú 2010; Zmeskal, Dzik, and Vesely
2013), however these approaches are different to our formu-
lation of entropy, and can be characterized through the frac-
tal dimension of the distribution, which are not topological
invariants. This includes the information dimension (Rényi
1959), which was found to relate to ID under a similar ex-
pression in (Romano et al. 2016), only under the finite en-
tropy constraint, thus not being a true topological invariant.
Apart from the aforementioned, there are works that propose
alternative entropy definitions motivated by the structure
of data (Giraldo, Rao, and Principe 2014; Yu and Principe
2019; Yu, Yu, and Prı́ncipe 2021), but are not ID-based and
are not topological invariants. Note that here we define ID in
a specific manner, encompassing both discrete and continu-
ous variables (1), that extends to distributions that aren’t lo-
cally Euclidean (e.g., intersecting manifolds). Lastly, we ad-
ditionally discuss its relevance to a broad range of concepts
such as causality, information bottlenecks and generaliza-
tion error. With regard to generalization error, recent stud-
ies in (Ansuini et al. 2019; Birdal et al. 2021; Nakada and
Imaizumi 2020; Latorre et al. 2021) also note that low data
ID yields a lower generalization error. However, (i) these
studies mainly consider the global ID and (ii) a theoretical
study of how the expected local ID asymptotically relates to
generalization error for both classifier and auto-encoder ar-
chitectures is lacking. Other work also has studied the rele-
vance of ID (global) to generalization error such as in (Birdal
et al. 2021), however, the ID there is estimated for the net-
work function, rather than the input and hidden layers.

Experiments and Discussions
Here we showcase two experiments, where we compute
the ID-Entropy of the feature layers of classifier and auto-
encoder architectures on MNIST and CIFAR-10, and con-
trast it with generalization performance. For all experiments
we estimated the ID-entropy using Algorithm 1, with n =
2000 and k = 100. We used FisherS intrinsic dimensional-
ity estimator in (Bac and Zinovyev 2020) as the global ID
estimator fID, as we found it to be a robust choice. Follow-
ing the results of Theorem 1 and Corollary 1.1, higher ID
should point to worse generalization performance and vice-
versa. Experiment details and further results are given in the
Appendix, available in (Ghosh and Motani 2023), and code
is available at: https://github.com/kentridgeai/ID-Entropy.

ID-Entropy Computation: Classifiers
Generalization Gap and ID-Entropy: With a fixed 4-layer
CNN architecture for MNIST and a ResNet-44 for CIFAR-
10, we repeat the training routine with different choices of
the training data size and random network initializations.
This leads to significant changes in test accuracy across
varying training data sizes, with the training accuracy of
the resulting networks being ≈ 100% in each case. Subse-
quently, we report the average ID-Entropy for each choice of
training dataset size across 5 separate runs and their standard
deviation, and plot them alongside the average test accuracy
for the corresponding training dataset size in Figure 1 (a).
Furthermore, we also report the corresponding estimates of
global ID using the FisherS estimator in each case. We see
that ID-Entropy of the feature layer clearly reduces as the
test accuracy increases, in agreement with the implications
of Corollary 1.1, whereas we find that the global ID also
yields similar trends for CIFAR-10, but not for MNIST.
Label-Noise Addition: For both MNIST (4-layer CNN) and
CIFAR-10 (ResNet-44), we add label noise by randomly
changing the label of a training data point with a certain
probability. It is well known that adding label noise makes
the problem harder (Karimi et al. 2020), significantly im-
pacting test performance, increasing the generalization gap.
We summarize the results in Figure 1 (c), where we plot
the trajectories of average training error, average test error,
and average ID-Entropy of the CNN feature layer (second
to last), for various choices of the label noise probability
p = {0, 0.1, 0.2, 0.3, 0.4, 0.5}. All reported measures are
computed by averaging over five runs. The results show that
with greater label noise, the test accuracy declines and the
ID-Entropy of the features increases. Furthermore, in each
case, we also find that the training time trend of ID-Entropy
follows an opposite trend compared to the network’s test per-
formance in most cases. Lastly, we see that for the no-noise
case p = 0, ID-Entropy shows a sharp decline, after which
it either stabilizes or slowly increases with training.
Information Bottleneck Discussion: With respect to our
proposed bottleneck principle, the ID-Entropy of the last
hidden layer T , h(T ), is also the mutual information
I (X;T ), due to P7. As our proposed bottleneck principle
dictates that ideally h(T ) must be minimized, we verify this
in our experiments. As the results in Figure 1 (c) and 1
(f) show, h(T ) has a consistent trend during training. Fur-
thermore, in contrast to I(X;T ) in (Tishby and Zaslavsky
2015), which predicts two distinct phases in the respective
order: fitting (I(X;T ) and I(Y ;T ) increase) and compres-
sion (I(X;T ) decreases), we find that the phases are re-
versed for I (X;T ). From the perspective of ID-Entropy, as
seen in the label noise plots, the network can undergo up to
two distinct phases: (i) simultaneous compression and fitting
(ID-Entropy decreases) and (ii) decompression (ID-Entropy
increases), and only in the latter phase the network poten-
tially can overfit the dataset. This agrees with observations
in (Stephenson et al. 2021) which finds that networks learn
generalizable features in early epochs and only memorize
later. When p = 0 (no label noise), we find that the network
simply minimizes h(T ) as training progresses, and thus the
decompression phase isn’t observed.
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Figure 1: Figures showing the various trends of ID-Entropy and the model performance, for models trained on MNIST and
CIFAR-10. (a) and (d) show the average ID-Entropy and global ID (scaled) of the last hidden layer for a 4-layer CNN trained
on MNIST and a Resnet-44 trained on CIFAR-10, for various choices of training data size, each leading to a different average
test accuracy, (b) and (e) show the dependence between test loss (mean-squared error) and the ID-Entropy and global ID of
the encoded feature layer, for a 4 layer Convolutional auto-encoder trained on MNIST and CIFAR-10, and (c) and (f) show the
progression of average ID-Entropy of the last hidden layer for a 4-layer CNN trained on MNIST and a ResNet-44 trained on
CIFAR-10 for different levels of label-noise in the training samples (from 0 to 0.5).

ID-Entropy Computation: Auto-Encoders
Like before, we plot the ID-Entropy of a 4-layer Convo-
lutional auto-encoder (CAE) trained on the MNIST and
CIFAR-10 datasets. In Figure 1 (b) and (e), we plot the ID-
Entropy and global ID of the feature layer, which is also the
input layer for the decoder part of the CAE, and plot the av-
erage test loss (mean-squared error) during training. All re-
ported measures are computed by averaging over five runs.
Here we find that ID-Entropy correlates to the observed test
loss in both datasets, which agrees with the implications of
the Corollary 1. Furthermore, in both cases, we find that the
global ID does not adhere to any such clear trends. This in-
dicates that a local ID based measure such as ID-Entropy
more accurately tracks generalization error in the case of
auto-encoders, compared to global ID.

Reflections
Through its properties, we find that the proposed measure
of ID-Entropy encodes more structural information regard-
ing the distribution, rather than statistical. Furthermore, the
main differentiator between ID-Entropy and conventional
differential entropy is that ID-Entropy preserves the intrinsic
dimensionality information of the data manifold, whereas,

for differential entropy and other cardinality-driven variants,
this information can be lost, due to Cantor’s argument.

ID-Entropy also seems to relate to causal factors that may
be responsible for generating the data (as seen in Proposition
2), when we assume that cause-effect relationships are only
via continuous functions, which yield f-relations between
causes and effects. As such, f-relatedness also represents a
fundamental property between two variables, and is inde-
pendent of the probability distributions of the causal vari-
ables, i.e., changing the distribution of the cause X through
interventions still preserves the property that X ❀ Y .
Also, as in the definition of ID-Entropy, note that only when
X ←→ Y , X and Y can be said to be homeomorphic.

The results relating ID-Entropy to generalization show-
case the relevance of ID-Entropy to generalization error both
in the context of classifier and auto-encoder architectures.
Empirically we see this to be the case as well. An interest-
ing empirical finding was that for datasets that are primarily
harder to generalize, such as the ones with label-noise tested
here, the ID-Entropy of the hidden layers shows a significant
increase. Thus, to a certain extent, ID-Entropy showcases the
level of memorization in the features learnt by the network,
as noisy labels forces a neural network to memorize the la-
bels, leading to poor test performance (Zhang et al. 2021).
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