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#### Abstract

We study the problem of learning a hierarchical tree representation of data from labeled samples, taken from an arbitrary (and possibly adversarial) distribution. Consider a collection of data tuples labeled according to their hierarchical structure. The smallest number of such tuples required in order to be able to accurately label subsequent tuples is of interest for data collection in machine learning. We present optimal sample complexity bounds for this problem in several learning settings, including (agnostic) PAC learning and online learning. Our results are based on tight bounds of the Natarajan and Littlestone dimensions of the associated problem. The corresponding tree classifiers can be constructed efficiently in near-linear time.


## 1 Introduction

The algorithmic problem of constructing hierarchical data representations has been of major importance for many decades, due to its applications in statistics (Ward Jr 1963; Gower and Ross 1969), entomology (Michener and Sokal 1957), plant biology (Sorensen 1948), genomics (Eisen et al. 1998) and other domains. Efficient collection of labeled data is a problem of key importance for construction of hierarchical data representations. In this paper we consider the problem of constructing tree representations of data from labeled samples, focusing on understanding the optimal number of samples required for this task.

The most basic type of a label that allows one to construct a tree representation consists of a triplet of points $(x, y, z)$ labeled according to the induced hierarchical structure within the triplet. For example, given images of a cat, a dog, and a plane, the label would describe the cat and the
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(a) Triplet labelings (top) and a tree consistent with the labelings (bottom)

(b) 4-tuple labelings and a tree consistent with the labelings

Figure 1: An example for the triplet and $k$-tuple setting, where two labeled queries and a tree consistent with the queries are shown. The tree satisfies all hierarchical relations of both labeled queries. For example, in Figure 1a, the lowest common ancestor of $a$ and $b$ (denoted LCA $(a, b)$ ) is below $\mathrm{LCA}(a, c)$ and $\mathrm{LCA}(b, c)$, as in its first labeled query.
dog as being more similar to each other than to the plane. This "odd one out" type of label is the simplest one to collect in a crowdsourcing setting. In this paper, we focus on understanding the number of such labeled samples required in order to construct a tree representation of the underlying data, which enables one to accurately predict subsequent labels in the future. This is then further generalized to include larger labeled subsets of data. Figure 1 shows examples of possible trees consistent with certain tuple labelings.

### 1.1 Our Results

Let $n$ be the number of points in the dataset. We present results in two settings: PAC learning and online learning. In both cases, our objective is to build a classifier that given access to labeled tuples can predict labels for the subsequent tuples with high probability.
PAC learning In the Probably Approximately Correct (PAC) learning setting (Valiant 1984), the tuples are gen-
erated from a fixed unknown distribution $\mathcal{D}$. We distinguish between realizable and agnostic settings. In the realizable case, it is assumed that the labels are consistent (there exists a tree that respects all observed labels), and the goal is to predict their labels with probability at least $1-\epsilon$, i.e. achieve the error rate at most $\epsilon$, while providing this guarantee with overall probability at least $1-\delta$. In the agnostic PAC-learning case, such a tree does not necessarily exist, and the goal is to predict the labels with probability at least $1-\epsilon-\epsilon_{T^{*}}$, where $\epsilon_{T^{*}}$ is the smallest prediction error among all trees.

In the PAC-learning setting, our main result, which also holds for non-binary trees, is as follows:
Theorem 1.1 (Informal version of Theorem 4.4). The sample complexity of $(\epsilon, \delta)$-PAC-learning hierarchically labeled tuples is $\Theta\left(\frac{n}{\epsilon} \cdot \operatorname{poly} \log \left(\frac{1}{\epsilon}, \frac{1}{\delta}\right)\right)$ in the realizable settings and $\Theta\left(\frac{n}{\epsilon^{2}} \cdot \operatorname{poly} \log \left(\frac{1}{\epsilon}, \frac{1}{\delta}\right)\right)$ in the agnostic setting.

Online learning In the online learning setting, we have a stream of labeled tuples that can arrive in an adversarial order. The accuracy is evaluated sequentially, counting the overall number of mistakes made by the algorithm throughout the sequence. In the realizable setting, it is assumed that the tree generating the labels is fixed in advance and all labels seen by the algorithm are consistent with this tree. In the agnostic setting, this is no longer assumed, similarly to the PAC-learning scenario. Our main result in this setting is:
Theorem 1.2 (Informal). On a sequence of triplets of length $T$, the number of mistakes made by an online learning algorithm for predicting their hierarchical structure is $\Theta(n \log n)$ in the realizable case. In the agnostic case, the number of mistakes is at most $O(\sqrt{T n \log n \log (T)})$ and at least $\Omega(\sqrt{T n \log n})$ larger than the optimum number of mistakes achieved by any tree.

A summary of our results is shown in Table 1 (which hold for triplet queries and for $k$-tuples for constant $k$ ).

|  | Labeled $k$-tuples (for constant $k$ ) |
| :--- | :---: |
| PAC realizable* | $\Theta\left(\frac{n}{\epsilon} \cdot \operatorname{poly} \log \left(\frac{1}{\epsilon}, \frac{1}{\delta}\right)\right)$ |
| PAC agnostic* $^{*}$ | $\Theta\left(\frac{n}{\epsilon^{2}} \cdot \operatorname{poly} \log \left(\frac{1}{\epsilon}, \frac{1}{\delta}\right)\right)$ |
| Online realizable** | $\Theta(n \log n)$ |
| Online agnostic** | $O(\sqrt{T n \log n \log (T)})+$ OPT, <br> $\Omega(\sqrt{T n \log n})+$ OPT |

Table 1: Summary of sample complexities in each setting

### 1.2 Our Techniques

It is known (e.g. Daniely et al. (2015)) that PAC-learning and online learning complexities are nearly tightly described in terms of the Natarajan (Natarajan 1989) and Littlestone (Littlestone 1987) dimensions respectively. Hence, in this paper, we focus on tight bounds on the dimensions. Since the exact definitions are technical, we refer the reader to Definition 2.8 for the precise definition of Natarajan dimension and the full version for the Littlestone dimension.

Natarajan dimension In the PAC-learning setting, VCdimension (Vapnik and Chervonenkis 1971) can be used to capture query complexity for binary classification problems. The problem of labeling tuples considered in this paper corresponds to multiclass classification since even for triplets there are three "odd one out" labels possible. A generalization of VC-dimension which captures this scenario is the Natarajan dimension (Natarajan 1989). While it can be shown via a simple probabilistic argument that this dimension is $O(n \log n)$, we argue that the exact bound is in fact linear in the number of points, which implies Theorem 1.1.

In this section, we focus on triplet constraints; in the full version, we show how to reduce $k$-tuples to triplets. In order to bound the sample complexity, we use a version of the definition of Natarajan dimension adapted to our setting. Given a triple $\Delta=(a, b, c)$, we denote an "odd one out" constraint separating $c$ from $a$ and $b$ as $[a, b \mid c]$. For each triplet, there are 3 possible constraints, i.e. 3 possible labels. We are now ready to define the notion of Natarajan Shattering.

Definition 1.3 (Natarajan Shattering). Let $S=$ $\left\{\left(a_{1}, b_{1}, c_{1}\right), \ldots\left(a_{k}, b_{k}, c_{k}\right)\right\}$ be a set of triples of points. We say $S$ is Natarajan shattered if for every triple $\left(a_{i}, b_{i}, c_{i}\right) \in S$ there exist two distinct constraints $f_{1}\left(a_{i}, b_{i}, c_{i}\right), \quad f_{2}\left(a_{i}, b_{i}, c_{i}\right) \quad$ (e.g. $\left.f_{1}\left(a_{i}, b_{i}, c_{i}\right)=\left[a_{i}, c_{i} \mid b_{i}\right], f_{2}\left(a_{i}, b_{i}, c_{i}\right)=\left[a_{i}, b_{i} \mid c_{i}\right]\right)$ on this triple, such that for every subset $R \subseteq S$ there is a hierarchical tree $T$ for which:

- For every $\Delta \in R$ it holds that $T$ satisfies $f_{1}(\Delta)$,
- For every $\Delta \in S \backslash R$ it holds that $T$ satisfies $f_{2}(\Delta)$.

The Natarajan dimension of the hierarchically labeled tuples is defined as the size of the largest cardinality of a set which can be Natarajan shattered.

Intuitively, for every triplet in $S$, we fix 2 labels out of 3 possible. The set is shattered if all possible $2^{|S|}$ combinations of these labels are realizable by the hypothesis space.

Example. Consider a point set, consisting of 4 points: $a, b, c, d$. Consider two sets of triples:

- $S_{1}=\{(a, b, c),(b, c, d)\}$
- $S_{2}=\{(a, b, c),(b, c, d),(c, d, a)\}$.

For $S_{1}$ we can select $f_{1}(a, b, c)=[a, b \mid c], f_{2}(a, b, c)=$ $[b, c \mid a]$ and $f_{1}(b, c, d)=[b, c \mid d], f_{2}(b, c, d)=[c, d \mid b]$. Then for any of the four subsets of $S_{1}$ we can create a tree consistent with the $f_{1}$ choices on the subset and consistent with the $f_{2}$ choices otherwise. We show all four resulting trees on Figure 2. It is less straightforward, however, to check that for the set $S_{2}$, no possible selection of $f_{1}, f_{2}$ can be used to satisfy the definition of Natarajan shattering. This follows from our key technical result.
Theorem 1.4. The Natarajan dimension of hierarchically labeled triplets on $n$ elements is $n-2$

The proof is based on identifying subsets with a certain property, which we refer to as closed sets (Definition 3.3) which prevent construction of a consistent tree. We then further characterize these sets in terms of easier to define critical sets (Definition 3.5). We prove that for $n-1$ elements a critical set must exist, which, combined with the fact that


Figure 2: Shattering a set of two triplets $\{(a, b, c),(b, c, d)\}$.
a set of consistent $n-2$ pairs of constraints exists, gives a tight bound for the Natarajan dimension.

Littlestone dimension We next show a tight bound on the Littlestone dimension. For the purpose of the introduction, it is convenient to view the Littlestone dimension in our setting as follows. Assume that we have two players Alice and Bob who play the following game for $t$ iterations. Initially, there is an empty set of constraints $C$. In every iteration, Alice passes Bob a triplet and two distinct elements from this triplet. E.g., suppose that the triplet is $(a, b, c)$ and the chosen elements are $a, b$. Bob then chooses one of the constraints where one of the chosen elements is the "odd one out", i.e. $[b, c \mid a]$ or $[a, c \mid b]$, and adds it to $C$. The Littlestone dimension is the maximum number of rounds $t$ for which Alice has a strategy that results in $C$ admitting a tree that satisfies all constraints in $C$, regardless of Bob's strategy.
Theorem 1.5. The Littlestone dimension of hierarchically labeled triples is $\Theta(n \log n)$.

To prove the lower bound on the Littlestone dimension, we need to describe Alice's strategy of producing an adaptive sequence of queries of size $\Omega(n \log n)$ such that for any choice of Bob's query answers there is a hierarchical tree consistent with the query answers at the end of the sequence. The sequence we construct is intuitively a sort tournament on $V$, for which there is always some ordering $v_{1}, \ldots, v_{n}$ on the point set $V$ such that if we place the points in order in a hierarchical tree whose internal nodes are shaped like a path, this tree satisfies all constraints.

Non-binary trees When all constraints are of type "odd one out", it suffices to consider binary trees: if a non-binary tree is consistent with the constraints, then its binarization (i.e. we replace a node with $\ell$ children with an arbitrary binary tree on these children) is also consistent. However, one may generalize the problem to non-binary trees by considering constraints of the form "points $i, j$ and $k$ must be split simultaneously". For the PAC-learning setting, in the full version, we resolve this setting by extending Theorem 1.1 appropriately. In the online learning setting, Theorem 1.2 generalizes as well - the same lower bound holds for the non-binary setting and the upper bound holds trivially.

### 1.3 Related Work

An early work by Aho et al. (1981) shows that given access to $m$ consistently labeled triples on $n$ vertices, the tree satisfying them can be constructed in $O(m n)$ time. This
was improved to $O\left(m \log ^{2} n\right)$ time using the techniques in Henzinger, King, and Warnow (1999); Holm, de Lichtenberg, and Thorup (2001), and to $O\left(\min \left(n^{2}, m \log n\right)+\right.$ $\left.\sqrt{m n} \log ^{2.5}(n)\right)$ by Thorup (1999).

Compared with our settings where we are given queries from some distribution and aim for a bounded error rate on unseen triplets, a related line of work considers the problem of exactly reconstructing the entire tree using adaptively or non-adaptively chosen triplet queries (see e.g. Kannan, Lawler, and Warnow (1996); EmamjomehZadeh and Kempe (2018)). For non-adaptive queries, a lower bound of $\Omega\left(n^{3}\right)$ queries precludes any non-trivial results (Emamjomeh-Zadeh and Kempe 2018). For adaptive queries, $\Theta(n \log n)$ consistent queries and running time are necessary and sufficient for the construction of the tree (Kannan, Lawler, and Warnow 1996). This can be extended to handle a mix of independently correct labels and adversarial noise, resulting in similar bounds for constant noise levels (Emamjomeh-Zadeh and Kempe 2018).

In the case when labeled data is allowed to be inconsistent, minimizing the number of disagreements with labeled triplets is known to be hard to approximate (Chester, Dondi, and Wirth 2013). Recent work Chatziafratis, Mahdian, and Ahmadian (2021) gives algorithms for maximizing the number of agreements between the tree and the labeled data. In a related line of work, results are known for optimizing certain objectives while respecting triplet constraints (Chatziafratis, Niazadeh, and Charikar 2018).

## 2 Preliminaries

We begin with a formal definition of a hierarchical tree.
Definition 2.1. Given a set of points $V$, we define a hierarchical tree $T$ as a binary tree such that $V$ is bijectively mapped on the leaves of $T$.

With a slight abuse of notation, for a fixed tree $T$, we treat elements of $V$ as the leaves of $T$. For two leaves $i, j$ and a hierarchical tree $T$, we denote the least common ancestor, i.e. the internal node corresponding to the smallest subtree containing both $i$ and $j$, as $\mathrm{LCA}_{T}(i, j)$.
Triplet Constraints We are interested in satisfying structural constraints on the elements of $V$. We consider different types of constraints: We first consider constraints on three elements (triplet constraints), then generalize our result to an arbitrary number of elements, and then for the case when the trees are not necessarily binary.
Definition 2.2. For a hierarchical tree $T$ and a triplet of distinct points $(a, b, c) \subseteq V^{\ddagger}$ we say that $T$ satisfies the constraint denoted $[a, b \mid c]$ if $T$ cuts $c$ from $a$ and $b$, i.e. $\mathrm{LCA}_{T}(a, c)=\mathrm{LCA}_{T}(b, c)$. We call such a constraint an orientation of triplet $(a, b, c)$.
Definition 2.3. For a triplet $t=(a, b, c) \subseteq V$ we say that an orientation of the triplet is a constraint over the nodes $a, b, c$, i.e. $[a, b \mid c],[a, c \mid b]$, or $[b, c \mid a]$. We further denote it as $\vec{t}$. Given a set of triplets $\Delta=\left\{\left(a_{i}, b_{i}, c_{i}\right)\right\}_{i}$ over $V$, we
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That is, orientation is a particular choice of constraint(s) generated based on a given triplet(s). In order to apply our results in the PAC-learning setting, we are interested in the sets of constraints that can not be satisfied:
Definition 2.4. We define a set of constraints as contradictory if there is no hierarchical tree that satisfies all constraints in the set.
$k$-tuple constraints Any orientation of a triplet uniquely defines a tree on this triplet. We can use this intuition to define constraints on $k$ elements.
Definition 2.5. Let $A=\left(a_{1}, \ldots, a_{k}\right)$ be a $k$-tuple, and let $T_{A}$ be a binary tree with leaves $a_{1}, \ldots, a_{k}$. Then we say that a binary tree $T$ satisfies constraint $T_{A}$ if any triplet constraint $\left[a_{i}, a_{j} \mid a_{t}\right]$ satisfied by $T_{A}$ is also satisfied by $T$.
Definition 2.6. For a given $k$-tuple $\left(a_{1}, \ldots, a_{k}\right) \subseteq V$, an orientation of the tuple is any constraint on $a_{1}, \ldots, a_{k}$.
Non-binary trees When non-binary trees are allowed, some nodes $i, j, k$ can be separated at the same time, i.e. $\mathrm{LCA}_{T}(a, b)=\mathrm{LCA}_{T}(a, c)=\mathrm{LCA}_{T}(b, c)$. We denote such case as $[a|b| c]$. Similarly, we allow $k$-tuple constraints where multiple elements can be separated at the same time.
Sample complexity Let $\mathcal{D}$ be the distribution on $X \times Y$, where $X$ is the set of inputs and $Y$ is the set of labels. Let $H \subseteq Y^{X}$ be a hypothesis space ${ }^{\ddagger}$. For a given $h \in H$, we define the error rate as $\operatorname{err}_{\mathcal{D}}(h)=\mathbb{P}_{(x, y) \sim \mathcal{D}}[h(x) \neq y]$. Let $h_{\mathcal{D}}^{*}=\operatorname{argmin}_{h \in H} \operatorname{err}_{\mathcal{D}}(h)$. We say that the settings are realizable if $\operatorname{err}_{\mathcal{D}}\left(h_{\mathcal{D}}^{*}\right)=0$; otherwise, we say that the settings are agnostic.
Definition 2.7 (Sample complexity). We define sample complexity $m_{H}(\varepsilon, \delta)$ as the minimum number of samples, such that there exists a predictor that, for any distribution $\mathcal{D}$, given $m_{H}(\varepsilon, \delta)$ samples from $\mathcal{D}$, achieves error rate at most $\operatorname{err}_{\mathcal{D}}\left(h_{\mathcal{D}}^{*}\right)+\epsilon$ with probability at least $\delta$. We denote the sample complexity as $m_{H}^{r}(\varepsilon, \delta)$ for the realizable case and $m_{H}^{a}(\varepsilon, \delta)$ for the agnostic case.

For the binary classification task $(|Y|=2)$, the sample complexity can be estimated using VC-dimension (Vapnik and Chervonenkis 1971). Its analog for the multi-class settings is the Natarajan dimension.
Definition 2.8 (Natarajan dimension (Natarajan 1989)). Let $X$ be the set of inputs, $Y$ be the set of labels, and let $H \subseteq$ $Y^{X}$ be a hypothesis class. Then $S \subseteq X$ is $N$-shattered by $\bar{H}$ if there exist $f_{1}, f_{2}: X \rightarrow Y$ such that $f_{1}(x) \neq f_{2}(x)$ for all $x \in S$ and for every $T \subseteq S$ there exists $g \in H$ such that:

$$
g(x)=f_{1}(x) \text { for } x \in T \text { and } g(x)=f_{2}(x) \text { for } x \notin T
$$

The Natarajan dimension $\operatorname{NDim}(H)$ of $H$ is the maximum size of an N -shattered set.

In our case, the hypothesis space is defined by the set of constraints induced by all possible hierarchical trees:

[^2]Definition 2.9. Given a set $V$ be a set and an integer $k \geq 3$, let $X$ be the set of $k$-tuples on $V$ and $Y$ be the set of orientations of the $k$-tuples. Then we use $H_{k}(V)$ to denote a set of mappings $X \rightarrow Y$ such that for each mapping there exists a hierarchical tree where each $k$-tuple is oriented according to the mapping.

The following result gives a tight estimate of the sample complexity based on the Natarajan dimension of the problem
Lemma 2.10 (Ben David et al. (1995)). If $|Y|<\infty$, then for the sample complexity $m_{H}^{r}(\varepsilon, \delta)$, the following holds for some universal constants $C_{1}$ and $C_{2}$ for the realizable case:

$$
\begin{aligned}
& m_{H}^{r}(\varepsilon, \delta) \geq C_{1} \frac{\operatorname{NDim}(H)+\log \frac{1}{\delta}}{\varepsilon} \\
& m_{H}^{r}(\varepsilon, \delta) \leq C_{2} \frac{\operatorname{NDim}(H) \log \frac{1}{\varepsilon} \log |Y|+\log \frac{1}{\delta}}{\varepsilon}
\end{aligned}
$$

For the agnostic case:

$$
\begin{aligned}
& m_{H}^{a}(\varepsilon, \delta) \geq C_{1} \frac{\operatorname{NDim}(H)+\log \frac{1}{\delta}}{\varepsilon^{2}} \\
& m_{H}^{a}(\varepsilon, \delta) \leq C_{2} \frac{\operatorname{NDim}(H) \log |Y|+\log \frac{1}{\delta}}{\varepsilon^{2}}
\end{aligned}
$$

## 3 Contradictory Orientations

As described in Section 1.2, the key component in our analysis is a tight bound on the Natarajan dimension. To find it, we first consider a simpler question: "for a given $n$, what is the minimum $m$, such that for any set of $m$ triplets on $[n]$ there exists a contradictory orientation of these triplets?" Recall that the definition of the Natarajan dimension restricts the candidate orientations so that every triplet has only two allowed orientations, giving $2^{m}$ possible label combinations. In this section, we answer this question without such a restriction, i.e. we check whether all $3^{m}$ label combinations are possible ${ }^{\ddagger}$, and handle the restriction in the next section. In what follows we prove that $m=n-1$.
Theorem 3.1. For any $n>2$, any set of triplets of size at least $n-1$ on these points has a contradictory orientation.

### 3.1 Closed Set

We can think about every constraint $[a, b \mid c]$ as an edge $(a, b)$ corresponding to a separate vertex $c$, and we say that $[a, b \mid c]$ "generates" edge $(a, b)$. Clearly, if a hierarchical tree satisfies constraint $[a, b \mid c]$, then there must exist a tree node such that one child's subtree contains $a$ and $b$, and another child's subtree contains $c$. Hence, the tree violates the constraint if it cuts edge $(a, b)$ before first separating $c$ from $a$ and $b$.

When building a tree in a top-down manner, a node corresponds to a set of elements $S \subseteq V$, which we want to partition. When partitioning $S$, only triplets lying entirely in $S$ (which we call induced by $S$ ) can lead to a contradiction.
Definition 3.2 (Induced triplets/constraints). Let $\Delta$ be a set of triplets over $V$ and let $S \subseteq V$. We define the set
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Figure 3: Let $S=\{a, b, c, d\}$ and $\vec{\Delta}=$ $\{[a, b \mid c],[a, c \mid d],[a, d \mid b]\}$. Since $S$ is connected by edges generated by $\left.\vec{\Delta}\right|_{S}$, the constraints are contradictory. When first splitting $S$, we must cut an edge, which leads to a contradiction: cutting edge $(a, b)$ violates $[a, b \mid c]$, cutting $(a, c)$ violates $[a, c \mid d]$, and cutting $(a, d)$ violates $[a, d \mid b]$.
of triplets in $\Delta$ which are induced by $S$ as $\left.\Delta\right|_{S}=\{t \in$ $\Delta \mid t \subseteq S\}$ (i.e., the set of all triplets that lie entirely within $S$ ). Similarly, given a set of constraints $C$, we define $\left.C\right|_{S}=\{[a, b \mid c] \in C \mid a, b, c \in S\}$.

The above reasoning implies that it's impossible to split a tree node with set $S$ if it's connected by the edges generated by the constraints induced by $S$, since splitting $S$ would cut at least one edge (see Figure 3 for example). We will show that the existence of the hierarchical tree is determined by the existence of such set $S$. For fixed $\Delta$, if it's possible to orient $\Delta$ so that $\left.\vec{\Delta}\right|_{S}$ connects $S$, we call $S$ a closed set.
Definition 3.3 (Closed set). Let $\Delta$ be a set of triplets over $V$. We say that a set $S \subseteq V$ is closed w.r.t. $\Delta$ if there exists an orientation of $\Delta$ denoted as $\vec{\Delta}$, such that $\left.E\right|_{S}=\{(a, b) \mid$ $\left.\left.[a, b \mid c] \in \vec{\Delta}\right|_{S}\right\}$ connects $S$.
The next Lemma shows that a contradictory orientation exists iff a closed subset exists. The proof is in the full version.
Lemma 3.4. A set of triplets $\Delta$ over $V$ allows for a contradictory orientation if and only if there exists a set $S \subseteq V$ that is closed w.r.t. $\Delta$.

The proof idea is the following. If the set is not connected by the edges generated by $\left.\vec{\Delta}\right|_{S}$, then by separating connected components we don't cut any edge, and hence don't violate any constraints. On the other hand, if the set is connected, when we first split $S$, we cut at least one edge $(a, b)$ such that $\left.[a, b \mid c] \in \vec{\Delta}\right|_{S}$. But this violates the constraint, as it requires $c$ to be first separated from $a$ and $b$.

### 3.2 Critical Set

We next show that, when $\Delta$ is sufficiently large, there exists a set $S$ such that we can always construct a contradictory orientation of $\left.\Delta\right|_{S}$. We call such a set a critical set.
Definition 3.5 (Critical set). Let $\Delta$ be a set of triplets over $V$ of size $|\Delta| \geq|V|-1$. We say that set $S \subseteq V$ is critical w.r.t. $\Delta$ if it satisfies the following conditions:

- $S$ induces at least $|S|-1$ triplets, i.e. $|\Delta| S|\geq|S|-1$,
- Among all such sets, $S$ has the minimal cardinality.

Note that this is well defined since $V$ satisfies the condition: $|\Delta|=|\Delta|_{V}|\geq|V|-1$. Intuitively, $| S \mid-1$ is the minimum possible number of edges which can connect $S$. The


Figure 4: A simple case from Theorem 8: selecting orientation $[a, b \mid c]$ allows one to reorient any edge on the path from $a$ to $b$. In this case, on this path, there is an edge $(x, y)$ generated by constraint $[x, y \mid z]$, where $z$ belongs to another spanning tree. Reorienting $[x, y \mid z]$ connects the trees
surprising fact is that this condition suffices, which leads to the main result of this section (Theorem 3.1).
Theorem 3.6. Let $\Delta$ be a set of triplets over $V$ of size $|\Delta| \geq$ $|V|-1$. Then any critical set w.r.t. $\Delta$ is closed w.r.t. $\Delta$.

We present the full proof of Theorem 3.6 in the full version. The proof relies on the operation which we call reorientation: given constraint $[a, b \mid c]$, we change it to either $[a, c \mid b]$ or $[b, c \mid a]$, which respectively changes the generated edge from $(a, b)$ to either $(a, c)$ or $(b, c)$.

The proof is by contradiction: for a critical set $S$, we assume that no orientation of $\left.\Delta\right|_{S}$ generates edges connecting $S$. We consider the orientation whose generated edges result in the smallest number of connected components. We show that performing certain reorientations can reduce the number of connected components, leading to a contradiction.

Since the edges generated by the orientation don't connect $S$, there must exist an "unused" triplet $(a, b, c)$, such that adding or removing its edges $(a, b),(a, c)$ and $(b, c)$ doesn't change the number of connected components. All of $a, b, c$ belong to the same tree $T$ in the spanning forest of $S$ (otherwise, we could orient $(a, b, c)$ so that it connects two trees, reducing the number of connected components). By orienting this triplet as, for example, $[a, b \mid c]$, we can reorient any edge on the path from $a$ to $b$ in $T$ without disconnecting vertices in $T$. If there exists a reorientation that connects $T$ to another tree in the spanning forest, using this reorientation we decrease the number of connected components, as shown in Figure 4. Such a reorientation might not always be immediately available, but we show that it's always possible to build a chain of reorientations so that the number of connected components decreases.
$k$-tuples In the full version, we show that any set of $k$ tuples of size at least $\left\lceil\frac{|V|-1}{k-2}\right\rceil$ has a contradictory specification and that the bound is tight for $k$-tuples ${ }^{\ddagger}$. The main idea is that, for the sake of analysis, we can replace a $k$-tuple with $k-2$ "independent" triplets, meaning that all $3^{k-2}$ orientations of these triplets are not contradictory. Namely, all the triplets share two elements and differ in the third one.
Non-binary trees When constraints of form $[a, b \mid c]$ are allowed, after adjusting the definitions, the overall idea is

[^4]

Figure 5: Given constraint $[a|b| c]$, when $a$ and $b$ are connected, we can also connect them to $c$
the same: a contradictory orientation exists iff a closed set exists, and any critical set is closed. While the definition of a critical set doesn't change - it's a minimum-size set $S$ with at least $|S|-1$ induced edges - the definition of a closed set changes substantially, as described next.

As before, we have a set $\mathcal{E}=\left.E\right|_{S}$ of edges induced by $S$, but now constraints of form $[a|b| c]$ may produce additional edges. The main idea is as follows: if e.g. $a$ and $b$ are already connected by $\mathcal{E}$, they can't be separated by the first cut. But by definition of $[a|b| c], c$ also can't be separated from $a$ and $b$ by the first cut. Since we perform the first cut based on the connectivity of the set, the fact that $c$ can't be separated from $a$ and $b$ can be expressed by adding edge $(a, c)$, i.e. $\mathcal{E} \leftarrow \mathcal{E} \cup\{(a, c)\}$, hence connecting $a, b$ and $c$ (Figure 5).

Now, we can say that $S$ is closed w.r.t. $\Delta$ if there exists an orientation of $\Delta$ such that $S$ is connected after performing all such possible operations. Similarly to the binary-tree case, the existence of such a set implies a contradictory orientation. This intuition is formalized in the full version.

Obviously, critical sets are closed: by only using constraints of type $[a, b \mid c]$, we can use Theorem 3.6 directly. However, constraints of type $[a|b| c]$ result in an additional option in the definition of N -shattering (we have to choose 2 labels out of 4 instead of 3 ), and hence the Natarajan dimension can potentially increase. In the next section, we show that this is not the case for our problem.

## 4 PAC-Learning and Natarajan Dimension

In this section, we present tight sample complexity bounds for PAC learning for $k$-tuple constraints. Recall that the set $\Delta=\left\{t_{i}\right\}_{i=1}^{n}$ of $k$-tuples is N -shattered if for every $k$-tuple $t_{i}$ we can select two different orientations $\vec{t}_{i}^{(1)}$ and $\vec{t}_{i}^{(2)}$ such that every combination of orientations of different $k$-tuples is not contradictory, i.e. for any $f:[n] \rightarrow[2]$ the orientation $\left\{\vec{t}_{i}^{(f(i))}\right\}_{i=1}^{n}$ is not contradictory. Given the Natarajan dimension, Lemma 2.10 gives the tight bound on sample complexity up to the factor $O\left(\frac{1}{\varepsilon} \log |Y|\right)$, and $|Y|$ is constant for constant $k$. We first lower-bound the Natarajan dimension:
Lemma 4.1. For any $V$ and $k \geq 3$, we have $\operatorname{NDim}\left(H_{k}(V)\right) \geq|V|-k+1$.

Proof. Let $A$ be an arbitrary subset of $V$ of size $k-1$, and let $B=V \backslash A$. We construct the set of $k$-tuples as $\Delta=$ $\{A \cup\{b\} \mid b \in B\}$. Let $T_{A}$ be an arbitrary hierarchical tree on $A$. For each $A \cup\{b\} \in \Delta$, we construct the orientations as follows: we replace a leaf $a$ of $T_{A}$ with a new node with two children: $a$ and $b$. By choosing two different leaves, we obtain two different orientations of $A \cup\{b\}$, as required by the definition of N -shattering.


Figure 6: Theorem 4.2: when orientation $[a, b \mid c]$ is not allowed, we can reorient it while preserving connectivity

It's easy to check that $\Delta$ is $N$-shattered using these orientations: all elements from $A$ are in agreement across all constraints since they all are oriented according to $T_{A}$, while every element from $B$ participates in only one constraint, and hence can't lead to a contradiction. Therefore, $\operatorname{NDim}\left(H_{k}(V)\right) \geq|B|=|V|-k+1$.

Next, we upper-bound the Natarajan dimension for triplets using results from Section 3.
Theorem 4.2. $\operatorname{NDim}\left(H_{3}(V)\right)=|V|-2$ for any $V$.
We provide the full proof in the full version. First, note that the result doesn't immediately follow from Theorem 3.6 since Theorem 3.6 finds a contradictory orientation among all possible $3^{m}$ orientations of $m$ constraints. However, Natarajan shattering allows us to choose one of only two orientations of each triplet, i.e. it allows $2^{m}$ possible orientations. Hence, we need to handle the case when the contradicting orientation from Theorem 3.6 orients some triplet in a non-allowed way.

Let $S$ be a critical set, $\left.\vec{\Delta}\right|_{S}$ be its induced orientation connecting $S$, and $\left.[a, b \mid c] \in \vec{\Delta}\right|_{S}$ be a non-allowed orientation of a triplet. Note that it means that both remaining orientations $[a, c \mid b]$ and $[b, c \mid a]$ are allowed. If removing edge $(a, b)$ doesn't disconnect $S$, we reorient it arbitrarily. Otherwise, removing $(a, b)$ separates $S$ into two connected components. We reorient $(a, b)$ in the following way: if $c$ belongs to the same part as $a$, then we use edge $(b, c)$; otherwise, we use edge $(a, c)$. As shown in Figure 6, such reorientation preserves connectivity of $S$. Combining Lemma 4.1 and Theorem 4.2 yields the following corollary.
Corollary 4.3. For any $V$ and $k \geq 3$, we have $|V|-k+1 \leq$ $\operatorname{NDim}\left(H_{k}(V)\right) \leq|V|-2$.

Combined with Lemma 2.10, it gives our main result.
Theorem 4.4. For constant $k$, the sample complexity of learning hierarchically labeled $k$-tuples, denoted by $m_{H_{k}}^{r}(\varepsilon, \delta)$ in the realizable setting and $m_{H_{k}}^{a}(\varepsilon, \delta)$ in the agnostic setting, is bounded by:

$$
\begin{aligned}
& C_{1} \frac{n+\log \frac{1}{\delta}}{\varepsilon} \leq m_{H_{k}}^{r}(\varepsilon, \delta) \leq C_{2} \frac{n \log \frac{1}{\varepsilon}+\log \frac{1}{\delta}}{\varepsilon} \\
& C_{1} \frac{n+\log \frac{1}{\delta}}{\varepsilon^{2}} \leq m_{H_{k}}^{a}(\varepsilon, \delta) \leq C_{2} \frac{n+\log \frac{1}{\delta}}{\varepsilon^{2}}
\end{aligned}
$$

In the full version, we prove that the identical result holds for the non-binary case. The proof idea is similar to that of Theorem 4.2, with the only change that we must handle the case when $[a|b| c]$ is one of the allowed constraints.

## 5 Experiments

In this section, we empirically verify our theoretical findings by evaluating the prediction accuracy of binary trees constructed from labeled triplets on the unlabeled triplets from the same distribution. We consider the binary realizable case, when the triplets are labeled according to a ground-truth binary tree, the binary agnostic case, and the non-binary realizable case.

We build a tree using a top-down algorithm. Every tree node corresponds to a set, and we build a graph described in Section 3.1. When possible, we separate the connected components, but in the agnostic case the graph might be connected, and we partition the graph using the minimum cut, which is known to achieve $O(n)$ approximation.

Datasets For the realizable case, we perform experiments on randomly generated trees and on ImageNet (Deng et al. 2009) hierarchy ${ }^{\ddagger}$. For non-binary tree experiments (see the full version), we use the full hierarchy ( 48,860 points), while for binary tree experiments, we sample 256 leaves that induce a binary subtree.

For the agnostic case, we consider 2 datasets: 1) randomly sampled vectors from the uniform distribution on $[0,1]^{100}$ and 2) Spambase ${ }^{\ddagger}$ dataset containing feature vectors for 4601 different emails for the purpose of spam detection.

Binary Realizable case Given a ground-truth tree, we sample triplets from this tree uniformly at random. Since the orientations for these triplets are not contradictory, we can construct a tree and make predictions according to the tree. We first build a non-binary tree using the algorithm described in Aho et al. (1981), and then binarize it by replacing non-binary nodes with random binary trees on their children.

For this approach, Figure 7a shows the dependence of the error rate on $k$, where $k$ is the ratio of the number of samples to the number of labels. The results imply that the error rate depends on $k$ and is independent of the number of leaves or other properties of the ground-truth tree. From Theorem 4.4 we know that the sample complexity is roughly proportional to $\frac{n}{\varepsilon}$, and hence we expect $\varepsilon \cdot k=\frac{\varepsilon}{n} \cdot n_{\text {samples }}$ to be approximately constant. Figure 7b confirms this hypothesis since $\varepsilon \cdot k$ is approximately 0.4 for various values of $n$ and $k$.
Agnostic case For this scenario, we assume that the input is vectors in the Euclidean space, and we generate triplet constraints as follows. Given a triplet of vectors $(a, b, c)$, we create constraint $[a, b \mid c]$ if $\|a-b\| \leq \min (\|a-c\|,\|b-c\|)$. Such constraints can be contradictory if the dataset is not hierarchical, meaning that the setting is agnostic. Similarly to the realizable case, Figure 8 shows the dependence of the error rate on $k$, where $k$ is the ratio of the number of samples to the number of labels. Since random vectors don't have any hierarchical structure, known samples don't provide sufficient information about the unseen samples, and hence the error rate is close to trivial $2 / 3$ regardless of $k$. On

[^5]
(a) Prediction error depending on the number of samples for a random tree with $n \in\{100,500\}$ nodes, and the ImageNet hierarchy. For each dataset, we average the results over 10 runs, and the error bars correspond to $10 \%$ and $90 \%$ quantiles.

(b) For random trees with $n$ nodes, we show dependence of $k \cdot$ err on $k$, where $k$ as the ratio of number of samples to $n$. As Theorem 4.4 indicates, this number is close to a constant for different $n$ and $k$. Each data point shows the mean values over 10 runs.

Figure 7: Binary Realizable case


Figure 8: Agnostic case. Prediction error depending on the number of samples. We sample $n$ random 100-dimensional vectors and a subset of the Spambase dataset of size $n$.
the other hand, since Spambase feature vectors have a hierarchical structure, they error rate on this dataset is significantly lower and slowly decreases with $k$.

## 6 Conclusion

In this paper we give almost optimal bounds on the sample complexity of learning hierarchical tree representations of data from labeled tuples in both distributional (PAClearning) and online case. Our experimental results confirm the convergence bounds predicted by the theory on trees generated from the ImageNet dataset.
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