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Abstract

Recent research suggests that combining AI models with a
human expert can exceed the performance of either alone.
The combination of their capabilities is often realized by
learning to defer algorithms that enable the AI to learn to
decide whether to make a prediction for a particular instance
or defer it to the human expert. However, to accurately learn
which instances should be deferred to the human expert, a
large number of expert predictions that accurately reflect the
expert’s capabilities are required—in addition to the ground
truth labels needed to train the AI. This requirement shared
by many learning to defer algorithms hinders their adoption
in scenarios where the responsible expert regularly changes
or where acquiring a sufficient number of expert predictions
is costly. In this paper, we propose a three-step approach to re-
duce the number of expert predictions required to train learn-
ing to defer algorithms. It encompasses (1) the training of an
embedding model with ground truth labels to generate feature
representations that serve as a basis for (2) the training of an
expertise predictor model to approximate the expert’s capa-
bilities. (3) The expertise predictor generates artificial expert
predictions for instances not yet labeled by the expert, which
are required by the learning to defer algorithms. We evaluate
our approach on two public datasets. One with “synthetically”
generated human experts and another from the medical do-
main containing real-world radiologists’ predictions. Our ex-
periments show that the approach allows the training of var-
ious learning to defer algorithms with a minimal number of
human expert predictions. Furthermore, we demonstrate that
even a small number of expert predictions per class is suffi-
cient for these algorithms to exceed the performance the AI
and the human expert can achieve individually.

Introduction
Recent advances in the field of artificial intelligence (AI)
have improved the accuracy of AI models to a point where
they exceed the performance of human experts on an in-
creasing number of tasks (Farrell 2021; Rajpurkar et al.
2017; Topol 2019). However, various application domains
remain where AI models can not consistently outperform
human experts (Cremer 2021; Raghu et al. 2019; Kühl et al.
2022). Motivated by this observation, prior work has started
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to explore how the capabilities of human experts and AI
models can be combined. In this context, learning to de-
fer algorithms have demonstrated promising results by en-
abling the AI model not to make a prediction for all instances
but rather to learn to defer a subset of them to the human
expert—based on the AI model’s and the expert’s capabili-
ties (Mozannar and Sontag 2020; Okati, De, and Rodriguez
2021; Raghu et al. 2019). Non-identical capabilities of the
human expert and the AI can originate, e.g., from limited
training data, limited model capacity, or the availability of
side information only accessible to the human expert (Hem-
mer et al. 2022b; Charusaie et al. 2022). By compensating
for the weaknesses of both the human expert and the AI
through effective instance allocation, learning to defer al-
gorithms can achieve a higher performance level than either
the human or the AI model can achieve individually (Raghu
et al. 2019; Wilder, Horvitz, and Kamar 2020).

However, large amounts of labeled data are required to
train learning to defer algorithms. In fact, they require not
only ground truth labels to train the AI model but also ad-
ditional human expert predictions that accurately reflect the
expert’s capabilities (Leitão et al. 2022). In this context, any
new human expert aiming to collaborate with the AI model
would have to provide expert predictions so that the learning
to defer algorithms can understand the expert’s individual
capabilities. It can become particularly costly in application
domains with frequently changing human experts or where
data labeling is time-consuming and requires the knowledge
of highly trained specialists, e.g., in medicine. Due to this
impediment, the usage of learning to defer algorithms can
become infeasible in these cases—despite their potential for
decision-making tasks with high costs of errors.

To reduce the number of human expert predictions re-
quired for the training of learning to defer algorithms, we
propose a novel three-step approach capable of generat-
ing artificial expert predictions from only a small number
of human expert predictions accurately reflecting the ex-
pert’s capabilities. (1) We train an embedding model with
ground truth labels to extract feature representations which
(2) serve as a basis for training an expertise predictor model
that learns to approximate the human expert’s capabilities
with only a small number of human expert predictions. It is
trained on the available expert predictions while simultane-
ously leveraging instances for which no human expert pre-
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dictions are available by drawing upon an interchangeable
semi-supervised learning component. (3) The expertise pre-
dictor generates artificial expert predictions for instances not
labeled by the human expert. Both human and artificial ex-
pert predictions combined can then be used to train a variety
of learning to defer algorithms.

We empirically demonstrate the efficiency of our ap-
proach on the CIFAR-100 dataset (Krizhevsky 2009) using
“synthetically” generated human expert predictions and on
the NIH chest X-ray dataset (Majkowska et al. 2020; Wang
et al. 2017) that provides real-world individual radiologists’
predictions. In addition, it also contains adjudicated ground
truth labels provided by a panel of radiologists that serve as a
“gold standard”. For example, with our proposed approach,
six expert predictions per class suffice to enable all evalu-
ated learning to defer algorithms to outperform both the AI
model and the radiologist compared to either conducting the
task alone. On average, this corresponds to 98.96% of the
achieved accuracy compared to the training with a complete
set of human expert predictions.

To summarize, the contribution of our work is threefold:
First, we propose a novel approach that learns the capabili-
ties of individual human experts from a small set of human
expert predictions. Second, we demonstrate our approach’s
ability to enable state-of-the-art learning to defer algorithms
to function with only a minimum of required human expert
predictions while maintaining their desirable properties of
achieving superior team performance. Third, we show its
real-world applicability in the context of the medical domain
with a dataset providing individual radiologists’ predictions
together with high-quality ground truth labels.

Related Work
Over the last years, research has investigated how human
and AI capabilities can be combined to achieve superior
team performance compared to both performing tasks indi-
vidually (Madras, Pitassi, and Zemel 2018; Mozannar and
Sontag 2020; Okati, De, and Rodriguez 2021; Raghu et al.
2019; Wilder, Horvitz, and Kamar 2020). In this context,
learning to defer algorithms that enable the AI model to de-
cide whether to make a prediction for a particular instance
or defer it to a human expert have demonstrated promising
results (Leitão et al. 2022). Raghu et al. (2019) propose to
estimate the prediction confidence of the classifier and the
human expert on an instance basis. Instances are deferred
when the human expert is estimated to be more confident
than the classifier. While this approach optimizes the clas-
sifier in isolation, Wilder, Horvitz, and Kamar (2020) pro-
pose the idea of optimizing for team performance by train-
ing the classifier to specifically complement the human ex-
pert’s capabilities. In this context, several approaches jointly
train the classifier together with a deferral system (Madras,
Pitassi, and Zemel 2018; Okati, De, and Rodriguez 2021;
Wilder, Horvitz, and Kamar 2020). Further work utilizes ob-
jective functions with theoretical guarantees for regression
(De et al. 2020) and classification tasks (De et al. 2021).
Moreover, Mozannar and Sontag (2020) propose a consis-
tent surrogate loss function inspired by cost-sensitive learn-
ing. Raman and Yee (2021) build upon their work by indi-

vidualizing the approach to a particular human expert via
fine-tuning. Further research studies the assignment of in-
stances in the context of bandit feedback (Gao et al. 2021)
or suggests learning to allocate instances within teams con-
sisting of an AI model and multiple human experts (Hemmer
et al. 2022a; Keswani, Lease, and Kenthapadi 2021).

These approaches have in common that they require hu-
man expert predictions to recognize an expert’s strengths
and weaknesses when deciding whether an instance shall be
deferred. Since the capabilities of human experts can vary in
different areas of the feature space, e.g., due to different lev-
els of knowledge or biases (Lampert, Stumpf, and Gançarski
2016), this requires the availability of individual predictions
for each expert working with the AI model, which impedes
the applicability of learning to defer algorithms, especially
in application domains with frequently changing human ex-
perts or high acquisition costs for expert predictions.

Our approach addresses this limitation through the gener-
ation of artificial expert predictions only from a small num-
ber of predictions provided by an individual human expert.
Concurrent work designs an active learning scheme to re-
duce the number of required predictions (Charusaie et al.
2022). On the contrary, our approach does not require itera-
tively identifying instances for which human expert predic-
tions are queried. Instead, given a small number of human
expert predictions, it learns to infer artificial ones for unla-
beled instances in the training dataset that can then be used
for the training of learning to defer algorithms.

Besides their benefits with regard to the overall team per-
formance, research has also investigated the effect of learn-
ing to defer algorithms in the context of fairness, as AI
models are known to be capable of generating biased pre-
dictions against protected groups (Buolamwini and Gebru
2018). Particularly, when AI models can abstain from un-
certain predictions, e.g., in selective classification, this can
result in amplifying existing biases (Jones et al. 2021). A
similar phenomenon can also be observed in the behavior of
humans since their decisions are neither free from prejudices
(Tversky and Kahneman 1974). To prevent possible amplifi-
cations of AI model and human biases, Madras, Pitassi, and
Zemel (2018) propose a learning to defer algorithm that con-
siders both overall team performance and fairness by intro-
ducing a regularized loss function combining the error rate
with a fairness metric. They find that their approach can re-
sult in a system that is more accurate and less biased. More-
over, Keswani, Lease, and Kenthapadi (2021) propose to en-
sure that their learning to defer algorithm produces unbiased
predictions by balancing error rates for all protected groups
and drawing upon the minimax Pareto fairness concept.

Lastly, another related stream of work focuses on effi-
ciently combining predictions of multiple human annota-
tors to derive high-quality labels, e.g., from crowdsourced
predictions (Branson, Van Horn, and Perona 2017; Guan
et al. 2018; Liao, Kar, and Fidler 2021; Welinder and Per-
ona 2010). Whereas these approaches focus on ground truth
label quality using a larger worker pool, we are interested in
learning the capabilities of an individual human expert only
from a minimal number of expert predictions.
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Problem Formulation
In this section, we consider the learning to defer setting for
classification tasks. Given an instance xi ∈ X , the goal is to
learn to predict its ground truth label yi ∈ Y = {1, . . . , k}
with k denoting the number of classes. The indices of the
respective instances are denoted as i ∈ N = {1, ..., n}. In
addition to yi, we assume to have access to the prediction of
a human expert hi ∈ Y . The expert’s predictions can deviate
from the ground truth as individual human experts’ capabili-
ties vary in different areas of the feature space. Possible rea-
sons can be different levels of background knowledge, ex-
perience, or biases (Lampert, Stumpf, and Gançarski 2016).
Moreover, ground truth labels are often curated in various
application domains through multiple human experts to en-
sure high label quality (Guan et al. 2018). For example, in
the medical domain, a panel of radiologists is often involved
in determining the prevalence of a certain clinical finding
(Majkowska et al. 2020; Wang et al. 2017). In this context,
these experts most likely differ from the ones that actually
cooperate with the deployed AI model in practice.

As it is often accompanied by high costs to acquire a large
number of individual human expert predictions, particularly
when the expert that collaborates with the AI model changes
frequently, we assume individual human expert predictions
to be available only for a small subset of instances L ⊆ N
with |L| ≪ |N |. For the remaining subset U = N \ L,
no individual human expert predictions are available. Hence,
we define the dataset with ground truth labels and human
expert predictions as Dl = {(xi, yi, hi)}li=1 with l = |L|.
Similarly, we define the dataset without such predictions but
with ground truth labels as Du = {(xj , yj)}uj=1 with u =

|U | such that Dl ∩Du = ∅.
The general idea of learning to defer algorithms is to train

a deferral system A : X → {0, 1} that decides whether
to defer an instance to the human expert, with A(xi) = 1
denoting the deferral decision and A(xi) = 0 referring to
make a prediction using a classifier F : X → Y . However,
jointly optimizing the deferral system A and the classifier
F requires the availability of a human expert’s prediction hi

and ground truth label yi for each instance xi which is only
met for the small subset Dl. With our proposed approach,
we learn to generate an artificial expert prediction ĥj ∈ Y
for each instance in Du that accurately reflects the expert’s
capabilities and enables the training of A and F using all
instances from D = Dl ∪ Du. Keeping the approach inde-
pendent in the form of a prior step makes it applicable to
any learning to defer algorithm requiring both human expert
predictions and ground truth labels for the training.

Approach
In this section, we describe our proposed approach for learn-
ing the capabilities of an individual human expert to gen-
erate artificial expert predictions. It consists of three steps:
(1) Training of an embedding model with ground truth la-
bels, which is used to extract feature representations. (2)
They serve as input for the training of an expertise predic-
tor model to approximate the human expert’s capabilities.
(3) The expertise predictor model generates artificial expert

predictions for the instances not labeled by the human ex-
pert. Both human and artificial expert predictions can then
be used for the training of learning to defer algorithms.

Training of Embedding Model
The first component of the approach embeds each instance
into a feature representation using a feature extractor. We de-
note the model as Φemb : X → Rd with d being the length
of the feature vectors. The embedding model is trained to-
gether with a classifier Ω : Rd → Y . The classifier uses
the feature representations of the embedding model to learn
the classification task based on all data instances of D and
their respective ground truth labels. The embedding model
is trained using the loss:

L =
1

n

n∑
i=1

H(yi,Ω(Φemb(xi))) (1)

with H being the cross-entropy between a ground truth la-
bel and the classifier’s prediction. Using the trained embed-
ding model Φemb, we can transpose each instance xi into a
feature vector fi ∈ Rd ∀i ∈ N thereby constricting the hy-
pothesis space for the subsequent task of approximating the
human expert’s capabilities. This is an approach commonly
used in few-shot learning (Koch et al. 2015; Scott, Ridge-
way, and Mozer 2018; Snell, Swersky, and Zemel 2017; Tian
et al. 2020; Vinyals et al. 2016) to transfer prior knowledge
from the task of predicting ground truth labels—to the novel
task of generating artificial expert predictions.

Training of Expertise Predictor Model
The second component is the expertise predictor model. It
learns to approximate the human expert’s capabilities re-
flected in the expert’s labeling behavior. For a multi-class
classification task with k > 2, there are k − 1 possibilities
for an incorrect prediction. In case a human expert does not
systematically confound certain classes when making incor-
rect predictions, identifying the exact class of an incorrect
prediction can make the task of learning the expert’s label-
ing behavior unnecessarily complex. Therefore, we propose
to reduce the complexity to a binary task—learning whether
the expert makes a correct or incorrect prediction. We use
the following function to translate a multi-class expert pre-
diction hi into a binary expert prediction hbin

i :

Ψ(hi, yi) =

{
1, if hi = yi
0, otherwise

, ∀i ∈ L. (2)

The resulting binary expert predictions hbin
i are then used

together with the feature representations fi ∀i ∈ L as input
to train the expertise predictor model Φex : Rd → {0, 1}.

In order to leverage both labeled and unlabeled instances
for this task, we propose to incorporate an interchangeable
semi-supervised learning component for training the exper-
tise predictor model. We instantiate this component with
two state-of-the-art semi-supervised learning algorithms to
demonstrate its flexibility. In detail, we use FixMatch and
CoMatch as both have demonstrated that they can outper-
form other semi-supervised approaches (Sohn et al. 2020;
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Figure 1: The proposed approach for learning the capabilities of a human expert. We use blue arrows to visualize the path of
supervised instances, while green arrows represent unsupervised instances. Red borders denote the relevant components of the
dataset Dl and Du that are used at the respective step.

Li, Xiong, and Hoi 2021). We denote these two instantia-
tions of the proposed approach as Embedding-FixMatch and
Embedding-CoMatch respectively. Both algorithms com-
bine methods from consistency regularization and entropy
minimization. The loss function of both algorithms is dis-
played in Equation (3). Whereas FixMatch’s loss function
consists of a supervised and an unsupervised loss term, Co-
Match includes an additional contrastive loss term:

L =
1

l

l∑
i=1

H(hbin
i ,Φex(Φemb(Augw(xi))))︸ ︷︷ ︸

Ls

+

λu ∗ 1

u

u∑
j=1

1(max(qj) ≥ τ)H(q̂j ,Φex(Φemb(Augs(xj))))︸ ︷︷ ︸
Lu

+

λc ∗
1

u

u∑
j=1

H(Ŵ q
j , Ŵ

z
j )︸ ︷︷ ︸

Lc (CoMatch only)

.

(3)

In both cases, the first part of the loss Ls represents the
cross-entropy H between a binary expert prediction hbin

i
and the model’s prediction for a weakly augmented input
Augw(xi) with i ∈ L. For the second part Lu, the predicted
class distribution of the model qj = Φex(Φemb(Augw(xj)))
is computed given an unlabeled weakly augmented image
xj with j ∈ U . FixMatch calculates q̂j = argmax(qj) to
obtain a hard pseudo-label. The cross-entropy compares the
pseudo-label against the model prediction for a strong aug-
mentation of the same instance Augs(xj), with τ referring to
a threshold above which the pseudo-label is retained. In con-
trast, CoMatch does not convert qj to a hard pseudo-label q̂j
but performs memory-smoothed pseudo-labeling to obtain
a pseudo-label. For the third part Lc, CoMatch constructs a
normalized pseudo-label graph Ŵ q and a normalized em-
bedding graph Ŵ z . The first graph measures the similarity
of instances in the label space. It is used as the target for the
training of an embedding graph that quantifies the similar-
ity of strongly-augmented instances in the embedding space.
For the embedding graph, CoMatch requires the expertise

predictor model to have an additional projection head trans-
forming the feature representation fj into a low-dimensional
embedding via two fully connected layers (Li, Xiong, and
Hoi 2021). Both graphs are used to calculate a contrastive
loss minimizing the cross-entropy between them for all un-
labeled instances j ∈ U . Lastly, the second and third compo-
nents of the loss are controlled by the fixed hyperparameters
λu and λc respectively. For further technical details, we re-
fer to Sohn et al. (2020) for FixMatch and Li, Xiong, and
Hoi (2021) for CoMatch.

Generation of Artificial Expert Predictions
After the training of both components, we obtain an ar-
tificial binary expert prediction ĥbin

j by transposing xj

into a feature representation fj using the embedding
model together with the expertise predictor model ĥbin

j =
argmaxΦex(Φemb(xj)) ∀j ∈ U . Finally, we translate all
artificial binary expert predictions ĥbin

j into multi-class arti-
ficial expert predictions ĥj ∀j ∈ U in the following way:

Θ(ĥbin
j , yj) =

{
yj , if ĥbin

j = 1

p, otherwise
, p ∼ U({1, . . . , k} \ yj).

(4)
Figure 1 provides an overview of the proposed approach
with the FixMatch loss terms as an exemplary instantiation
of the semi-supervised learning component. We formalize
the approach in Algorithm A1 in the Appendix.

Experiments
We present the experimental evaluation of our proposed ap-
proach on CIFAR-100 (Krizhevsky 2009) with synthetic hu-
man expert predictions and on the NIH dataset (Majkowska
et al. 2020; Wang et al. 2017) with real-world radiologists’
predictions. Further implementation details and results are
presented in the Appendix, which we provide together with
the code at https://github.com/ptrckhmmr/learning-to-defer-
with-limited-expert-predictions.

Experimental Setup
The performance of the approach is evaluated in two steps.
First, we evaluate how well the artificial binary expert pre-
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l 40 80 120 200 400 1000 5000

H60

FixMatch 68.81 (±0.51) 71.72 (±1.73) 74.93 (±2.42) 75.42 (±2.00) 78.57 (±1.90) 79.62 (±1.72) 82.67 (±0.44)
CoMatch 75.00 (±2.49) 75.97 (±1.20) 79.17 (±2.32) 81.46 (±1.36) 84.61 (±0.86) 85.33 (±0.67) 87.62 (±0.51)
Embedding-NN 75.74 (±1.57) 77.57 (±1.73) 79.32 (±1.65) 79.46 (±2.08) 80.78 (±0.49) 81.47 (±0.24) 83.77 (±0.13)
Embedding-SVM 74.49 (±1.48) 79.49 (±1.49) 81.61 (±1.31) 81.81 (±1.61) 84.69 (±1.15) 86.41 (±0.37) 89.16 (±0.33)

Embedding-FixMatch 79.69 (±0.02) 80.52 (±0.04) 84.06 (±0.36) 83.82 (±1.15) 85.50 (±0.07) 86.04 (±0.34) 86.95 (±0.15)
Embedding-CoMatch 79.65 (±0.02) 80.88 (±0.02) 84.01 (±0.27) 83.74 (±1.17) 85.38 (±0.14) 85.95 (±0.36) 86.87 (±0.05)

H90

FixMatch 89.51 (±1.16) 90.23 (±0.72) 91.44 (±0.92) 93.21 (±0.63) 93.88 (±0.26) 94.65 (±0.46) 95.84 (±0.06)
CoMatch 87.24 (±2.02) 90.09 (±0.75) 91.72 (±0.85) 92.82 (±0.45) 93.69 (±0.64) 95.15 (±0.32) 96.62 (±0.12)
Embedding-NN 92.10 (±0.82) 92.35 (±0.67) 92.70 (±0.65) 92.86 (±0.79) 93.48 (±0.22) 93.63 (±0.22) 93.68 (±0.20)
Embedding-SVM 92.08 (±0.14) 93.00 (±0.62) 93.46 (±0.51) 93.78 (±0.52) 94.21 (±0.35) 95.53 (±0.29) 96.38 (±0.24)

Embedding-FixMatch 92.44 (±0.01) 93.82 (±0.17) 95.34 (±0.02) 95.02 (±0.02) 95.70 (±0.02) 95.81 (±0.02) 96.25 (±0.02)
Embedding-CoMatch 94.75 (±0.02) 95.10 (±0.01) 95.46 (±0.01) 95.11 (±0.01) 95.58 (±0.01) 95.63 (±0.01) 96.14 (±0.02)

Table 1: F0.5-score (mean and standard deviation) of the artificial binary expert predictions generated by the expertise predictor
model using different numbers of l available human expert predictions for the synthetic experts H60 and H90 on CIFAR-100.

dictions generated by the expertise predictor model repre-
sent the true binary predictions of the human experts. Sec-
ond, we assess the performance difference of multiple learn-
ing to defer algorithms trained with both human and artifi-
cial expert predictions compared to the training with the en-
tire set of human expert predictions. Both steps are evaluated
with different numbers of instances for which l = |Dl| hu-
man expert predictions are provided to learn the expert’s ca-
pabilities with l = m ∗ k and m ∈ {2, 4, 6, 10, 20, 50, 250}.

Evaluation of Artificial Expert Predictions. For each l,
we draw instances randomly from the training data while
ensuring balanced class proportions. We use the F0.5-score
as the metric to evaluate the performance of the artificial bi-
nary expert predictions, as the transformation according to
Equation (2) can result in an imbalanced class distribution
with regard to whether the human expert provides a correct
or incorrect prediction.

Evaluation of Learning to Defer Algorithms. As our ap-
proach can be applied independently as a prior step to learn-
ing to defer algorithms, we demonstrate its applicability to
the approaches of Mozannar and Sontag (2020), Raghu et al.
(2019), and Okati, De, and Rodriguez (2021). Mozannar and
Sontag (2020) jointly train the classification and deferral de-
cision with a consistent surrogate loss function by adding an
additional deferral class to the classification problem. Raghu
et al. (2019) train a classifier and a human error model sepa-
rately. Each instance is allocated by comparing both models’
confidences. Okati, De, and Rodriguez (2021) propose to as-
sign each instance via a negative log-likelihood loss calcu-
lated on an instance basis for both the classifier and expert.
The classifier is then trained to complement the human ex-
pert by minimizing the negative log-likelihood loss only on
the instances assigned to the classifier.

As both the CIFAR-100 and the NIH datasets are bal-
anced across classes, we use the system accuracy to eval-
uate the performance of the learning to defer algorithms
trained on both the available human expert predictions l
and the artificial expert predictions. For each l, we report
their performances relative to the performance of the re-
spective approach trained on a complete set of expert pre-
dictions |Dl| = |D| and Du = ∅ (Complete Expert Pre-

dictions), which serves as upper boundary. Furthermore, we
consider the performance of the human expert and the AI
alone as two lower boundaries (Human Expert Alone and
Classifier Alone) that have to be exceeded to demonstrate
our approach’s applicability to learning to defer algorithms.

Baselines. We benchmark our proposed embedding
semi-supervised learning (Embedding-SSL) approaches
Embedding-FixMatch and Embedding-CoMatch against the
following baselines: First, we use the algorithms FixMatch
(Sohn et al. 2020) and CoMatch (Li, Xiong, and Hoi 2021)
without an embedding model as semi-supervised learning
baselines (SSL). Second, we consider two embedding su-
pervised learning (Embedding-SL) baselines that use an em-
bedding model combined with a supervised classifier as an
expertise predictor model. Specifically, we implement an
Embedding-NN baseline, which uses a single-layer neural
network as an expertise predictor model, and an Embedding-
SVM baseline, where the expertise predictor model consists
of a support vector classifier.

CIFAR-100
Dataset and Expert Generation. The CIFAR-100 dataset
(Krizhevsky 2009) consists of 60,000 images from 100 sub-
classes which are grouped into 20 superclasses of equal size.
We use the 20 superclasses for the classification task and
the 100 subclasses for the generation of synthetic human ex-
perts. This allows us to model the expert’s capabilities on
a fine-granular level. To model a synthetic expert, by de-
sign, we draw a subset of the 100 subclasses as the expert’s
strengths, i.e., subclasses for which the expert’s predictions
are correct. The remaining subclasses are defined as the ex-
pert’s weaknesses, i.e., subclasses for which the expert’s pre-
dictions are incorrect. The subset of the expert’s strengths
subclasses is defined by selecting one of the subclasses uni-
formly at random as a strength base. The remaining strength
subclasses are drawn randomly, weighted by their similar-
ity to the strength base. We calculate the similarities be-
tween the subclasses as the average cosine distance between
the feature representations of the instances, which are ob-
tained from an EfficientNet-B1 model (Tan and Le 2019)
pretrained on ImageNet. For the remaining weakness sub-
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Figure 2: Experimental results for the learning to defer algorithms of a) Mozannar and Sontag (2020), b) Raghu et al. (2019), and
c) Okati, De, and Rodriguez (2021) trained on different numbers of human expert predictions l and artificial expert predictions
for H60 and H90 on CIFAR-100. Artificial expert predictions are generated using different numbers of human expert predictions
l. We report mean and standard deviation over five seeds and omit the lower boundary for better visualization.

classes, the expert predicts randomly across all subclasses
weighted by the similarity to the true subclass. Finally, the
respective subclasses are mapped to the corresponding su-
perclasses for the actual classification task.

Implementation. We allocate 40,000 images to the train-
ing and 10,000 images to the validation split while reserving
10,000 images for the test split. As an embedding model,
we use an EfficientNet-B1 (Tan and Le 2019). The expertise
predictor model consists of a single fully connected layer
with a softmax activation. For the learning to defer algo-
rithms, we use a WideResNet (Zagoruyko and Komodakis
2016) as backbone. We consider a strong synthetic expert
H90 (90 of 100 subclasses as strengths) as well as a weaker
one H60 (60 of 100 subclasses as strengths) and evaluate
all approaches with the following number of available ex-
pert predictions: l ∈ {40, 80, 120, 200, 400, 1000, 5000}.
We train the embedding model for 200 epochs using SGD as
an optimizer with Nesterov momentum and a learning rate
of 0.1. Each expertise predictor model of our Embedding-
SSL approaches is trained for 50 epochs using SGD with a
learning rate of 0.03. We repeat each experiment five times
with different random seeds.

Artificial Expert Prediction Results. We report the per-
formances of the artificial binary expert predictions of the
expertise predictor model against the binary expert predic-
tions for both synthetic experts in Table 1. Overall, the pro-
posed Embedding-SSL approaches outperform all baselines
for l < 1, 000. More specifically, the results show that for
l < 1, 000 our proposed Embedding-SSL approaches out-
perform the SSL baselines, on average, by 8.13% (for H60)

and 3.80% (for H90). Moreover, the proposed Embedding-
SSL approaches are able to outperform the Embedding-SL
baselines for l < 1, 000, on average, by 4.09% (for H60)
and 1.97% (for H90). This demonstrates the benefit of using
semi-supervised learning within the embedding space.

Learning to Defer Results. Figure 2 visualizes the results
of the experiments with the approaches of Mozannar and
Sontag (2020), Raghu et al. (2019), and Okati, De, and Ro-
driguez (2021). They show the general feasibility of train-
ing learning to defer algorithms using artificial expert pre-
dictions generated by our proposed approach, as all three
outperform the individual team members in all experiments.
Furthermore, the results indicate that even with only a few
human expert predictions, the performances of the learn-
ing to defer algorithms converge quickly towards the up-
per boundary, matching the accuracy achieved with a fully
labeled dataset. Regarding the approach of Mozannar and
Sontag (2020), the Embedding-SSL approaches reach, on av-
erage, 99.02% (for H60) and 98.81% (for H90) of the upper
boundary with only six expert predictions per class. Fur-
thermore, the results support the previous statements con-
cerning the superiority of the Embedding-SSL approaches.
For l < 400, they outperform the SSL baselines, on av-
erage, by 3.27% (for H60) and 2.47% (for H90), and the
Embedding-SL baselines, on average, by 1.99% (for H60)
and 1.25% (for H90). The results of the approach of Raghu
et al. (2019) confirm the advantage of the Embedding-SSL
approaches. For l < 400, they improve the SSL baselines, on
average, by 1.78% (for H60) and 1.68% (for H90). Regard-
ing the Embedding-SL, an average improvement of 0.53%
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l 4 8 12 20 40 100 500

FixMatch 56.97 (±7.26) 59.43 (±4.68) 72.63 (±4.43) 62.09 (±3.62) 56.39 (±3.43) 83.40 (±1.34) 87.25 (±1.05)
CoMatch 70.88 (±5.50) 69.17 (±3.45) 76.76 (±2.01) 67.86 (±1.07) 69.79 (±1.92) 84.45 (±1.42) 89.77 (±0.33)
Embedding-NN 85.87 (±4.72) 88.61 (±1.75) 89.03 (±1.44) 91.14 (±0.91) 91.35 (±1.37) 91.27 (±0.52) 92.29 (±0.53)
Embedding-SVM 59.86 (±33.44) 86.34 (±1.63) 86.89 (±2.32) 90.27 (±0.95) 91.49 (±0.98) 92.07 (±0.55) 92.74 (±0.96)

Embedding-FixMatch 90.74 (±0.12) 92.29 (±0.00) 92.56 (±0.00) 91.65 (±0.03) 92.69 (±0.13) 92.22 (±0.08) 91.96 (±0.17)
Embedding-CoMatch 88.56 (±1.34) 92.28 (±0.12) 92.63 (±0.11) 91.57 (±0.20) 90.84 (±0.44) 91.93 (±0.00) 91.07 (±0.20)

Table 2: F0.5-score (mean and standard deviation) of the artificial expert predictions generated by the expertise predictor model
using different numbers of l available human expert predictions of radiologist 4295342357 on the NIH dataset.
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Figure 3: Experimental results for the learning to defer algorithms of a) Mozannar and Sontag (2020), b) Raghu et al. (2019), and
c) Okati, De, and Rodriguez (2021) trained on different numbers of human expert predictions l and artificial expert predictions
for radiologist 4295342357. Artificial expert predictions are generated using different numbers of human expert predictions l.
We report mean and standard deviation over five seeds.

(for H60) and 1.22% (for H90) can be achieved for l < 400.
Lastly, for the approach of Okati, De, and Rodriguez (2021),
the Embedding-SSL approaches outperform the SSL base-
lines, on average, by 1.96% (for H60) and 3.92% (for H90)
for l < 400. Regarding the Embedding-SL baselines, our
Embedding-SSL approaches achieve an average improve-
ment of 0.40% (for H60) and 0.06% (for H90) over all l.

NIH Chest X-rays
Dataset. The NIH dataset consists of radiologists’ pre-
dictions for four radiographic findings on 4,374 chest X-
ray images from the ChestX-ray8 dataset (Majkowska et al.
2020; Wang et al. 2017). Contrary to the previous exper-
iment, where we induced a synthetic connection between
certain features, the degree to which the features are asso-
ciated with experts’ capabilities remains ex-ante unclear for
the NIH dataset. Each image is labeled by a panel of three ra-
diologists denoting the “gold standard” ground truth labels.
Moreover, the predictions of each of the three individual ra-
diologists are reported for each image. We select the radiol-
ogist that provides the largest number of expert predictions
(labeler-id: 4295342357) and focus on the diagnosis of the
clinical finding airspace opacity for our experiments due to
its balanced prevalence in the dataset. The experimental re-
sults using a further radiologist are reported in the Appendix.

Implementation. We split the 2,350 available images into
a training and test set by randomly selecting 20% of the

patients as test patients. For the embedding model and the
learning to defer algorithms, we use a ResNet18 (He et al.
2016) pretrained on the CheXpert dataset—a different X-
ray dataset (Irvin et al. 2019). The expertise predictor model
consists of a single fully connected layer with a softmax acti-
vation. We consider the following numbers of expert predic-
tions: l ∈ {4, 8, 12, 20, 40, 100, 500}. We train the embed-
ding model for 200 epochs using SGD as an optimizer with
Nesterov momentum and a learning rate of 0.001. The ex-
pertise predictor models of our Embedding-SSL approaches
are trained for 25 epochs using SGD with a learning rate
of 0.03. We repeat the experiment five times with different
random seeds.

Artificial Expert Prediction Results. The results of the
artificial expert predictions are reported in Table 2. They
demonstrate that, on average, the proposed Embedding-SSL
approaches outperform both SSL baselines by 38.83% for
l < 100. This confirms the result of the experiments con-
ducted on CIFAR-100 regarding the impact of the em-
bedding model. Furthermore, regarding the Embedding-SL
baselines, the proposed Embedding-SSL approaches achieve
an average performance improvement of 7.04% for l < 100,
while for l ≥ 100, the Embedding-SL baselines are on par
with the performances of the proposed approaches.

Learning to Defer Results. Figure 3 displays the results
of the learning to defer algorithms trained on human and ar-
tificial expert predictions for different numbers of available
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human expert predictions on the NIH dataset. These results
underline the feasibility of using artificial expert predictions
generated by the Embedding-SSL approaches as the respec-
tive system accuracies exceed the lower baselines for all l.
For the algorithm of Mozannar and Sontag (2020), the pro-
posed Embedding-SSL approaches outperform the SSL base-
lines for l < 100, on average, by 1.97%. Compared to the
Embedding-SL baselines, our Embedding-SSL approaches
achieve an average improvement of 2.10% for l < 100. A
closer look at the algorithm of Raghu et al. (2019) reveals
that the proposed Embedding-SSL approaches outperform
the SSL and Embedding-SL baselines, on average, by 1.67%
and 1.06% for l < 100 respectively. For the algorithm of
Okati, De, and Rodriguez (2021), the Embedding-SSL ap-
proaches improve the SSL baselines, on average, by 2.42%
and the Embedding-SL baselines by 0.69% for l < 100.
For example, with only six expert predictions per class, the
Embedding-SSL approaches enable the algorithm of Mozan-
nar and Sontag (2020) to achieve, on average, 99.12% and
the ones of Raghu et al. (2019) and Okati, De, and Rodriguez
(2021) to achieve 98.83% of the performance compared to
when they are trained with all available expert predictions.

Bias. Approximating the capabilities of a human expert
through artificial expert predictions can entail the risk of in-
ducing or amplifying prediction performance disparities be-
tween groups within a population. Therefore, for all learn-
ing to defer algorithms, we evaluate whether our proposed
approach amplifies accuracy disparities with respect to pa-
tients’ gender and age. For each number of human expert
predictions l used to generate artificial ones, we calculate
bias as the absolute difference in the accuracy between male
and female patients. We can then compare it with the bias
of the upper boundary (Complete Expert Predictions). We
also apply this procedure to patients’ age split into five bins.
Here, we calculate bias as the mean absolute deviation of the
accuracy of each age bin from the overall accuracy. For the
algorithm of Mozannar and Sontag (2020), the average bias
difference over all human expert predictions l between the
proposed Embedding-SSL approaches and the upper bound-
ary decreases by 0.72 percentage points (pp) for gender and
increases by 2.63 pp for age. Similarly, for the algorithm of
Raghu et al. (2019), we find a decrease of 1.53 pp for gender
and an increase of 1.74 pp for age. Lastly, the algorithm of
Okati, De, and Rodriguez (2021) has a 0.29 pp increase in
bias for gender and a 0.8 pp increase in bias for age. We re-
fer to the Appendix for additional visualizations for different
numbers of human expert predictions l including an analy-
sis for an additional radiologist. To summarize, we do not
find evidence that the artificial expert predictions system-
atically amplify the bias of the evaluated learning to defer
algorithms.

Conclusion
In this work, we present a novel approach to reduce the num-
ber of human expert predictions required for the training of
learning to defer algorithms. Our approach accurately learns
the capabilities of an individual expert. On that basis, it gen-
erates artificial expert predictions that serve together with

the available expert predictions as training data. The result of
our empirical evaluation shows that even a small number of
expert predictions per class are sufficient for generating ar-
tificial expert predictions that enable learning to defer algo-
rithms to exceed the individual performance of both human
and AI. Currently, the data instances used to learn the ex-
pert’s capabilities are selected randomly. Future work could
explore advanced strategies that determine representative in-
stances for which an expert should provide predictions. This
could further improve the effectiveness of our approach and
potentially make it easier to onboard new experts to collab-
orate with learning to defer algorithms.

Ethics Statement
We hope that the proposed approach will contribute to the
application of learning to defer algorithms in practice by re-
ducing the required number of human expert predictions in
addition to ground truth labels as a considerable implemen-
tation barrier. However, generating artificial expert predic-
tions that are used together with a small number of human
expert predictions to train learning to defer algorithms can
entail the risk of potentially resulting in an overall system
that is discriminatory against certain protected groups. For
this reason, we want to raise awareness of the importance of
monitoring fairness in the application settings in which the
learning to defer algorithms are employed.
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