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Abstract
Symbolic regression, the task of extracting mathematical ex-
pressions from the observed data {xi, yi}, plays a crucial role
in scientific discovery. Despite the promising performance of
existing methods, most of them conduct symbolic regression
in an offline setting. That is, they treat the observed data points
as given ones that are simply sampled from uniform distri-
butions without exploring the expressive potential of data.
However, for real-world scientific problems, the data used for
symbolic regression are usually actively obtained by doing
experiments, which is an online setting. Thus, how to obtain
informative data that can facilitate the symbolic regression
process is an important problem that remains challenging.
In this paper, we propose QUOSR, a query-based framework
for online symbolic regression that can automatically obtain
informative data in an iterative manner. Specifically, at each
step, QUOSR receives historical data points, generates new
x, and then queries the symbolic expression to get the corre-
sponding y, where the (x, y) serves as new data points. This
process repeats until the maximum number of query steps
is reached. To make the generated data points informative,
we implement the framework with a neural network and train
it by maximizing the mutual information between generated
data points and the target expression. Through comprehen-
sive experiments, we show that QUOSR can facilitate modern
symbolic regression methods by generating informative data.

Introduction
Symbolic regression plays a central role in scientific dis-
covery, which extracts the underlying mathematical relation-
ship between variables from observed data. Formally, given
a physical system f and N data points D = {(xi, yi)}Ni=1,
where xi ∈ Rm and yi = f(xi) ∈ R, symbolic regression
tries to find a mathematical expression f̂ : Rm → R that
best fits the physical system f .

Conventional symbolic regression methods include ge-
netic evolution algorithms (Augusto and Barbosa 2000;
Schmidt and Lipson 2009; Chen, Luo, and Jiang 2017),
and neural network methods (Udrescu and Tegmark 2020;
Petersen et al. 2020; Valipour et al. 2021). Despite their
promising performance, most of them perform symbolic re-
gression in an offline setting. That is, they take the data
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points D = {(xi, yi)}Ni=1 as given ones and simply sam-
ple them from uniform distributions without exploring the
expressive potential of data. In real-world scientific discov-
ery, however, data can be collected actively by doing spe-
cific experiments (Hernandez et al. 2019; Weng et al. 2020),
which is an online setting. Overall, online symbolic regres-
sion is a worth-studying and challenging problem that un-
derexplored.

The unique problem introduced by online symbolic re-
gression is how to actively collect informative data that best
distinguish the target expression from other similar expres-
sions. Specifically, this process aims to actively collect data
by generating informative input datax (i.e. queries) and then
querying f to get the output data y = f(x). Considering the
regression process to use data D = {(xi, yi)}Ni=1 for find-
ing the mathematical expression f̂ that best fits the physical
system can be borrowed directly from offline symbolic re-
gression, we mainly focus on the key problem of how to get
the informative data for symbolic regression.

In this paper, we propose QUOSR, a query-based frame-
work that can acquire informative data for online symbolic
regression. QUOSR works in an iterative manner: at each
query step, it receives historical data points, generates new
x, and then queries the target f to get the corresponding y,
where the (x, y) serves as new data points. This process re-
peats until the maximum number of query steps is reached.
Our contribution is twofold: giving theoretical guidance on
the learning of the query process and implementing QUOSR
for online symbolic regression.

Specifically, we theoretically show the relationship be-
tween informative data and mutual information, which can
guide the generation of queries. This relationship can be
proved by modeling the query process as the expansion of
a decision tree, where the nodes correspond to the query se-
lections x, the edges correspond to the responses y, and the
leaves correspond to the physical systems f Although the
computation of mutual information is intractable, we can in-
stead optimize QUOSR by minimizing the InfoNCE loss in
contrastive learning (van den Oord, Li, and Vinyals 2018)
which is the lower bound of mutual information.

However, it is still difficult to practically implement QU-
OSR for online symbolic regression for two reasons. (1)
The amount of information contained in each data point
is so small that, to obtain enough information, the number
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of query steps becomes extremely large, which makes the
query process not only time-consuming but also hard to op-
timize. (2) The InfoNCE loss needs to calculate the similar-
ity between queries and the target system f in a latent space,
but f is hard to represent. Conventionally, f would be rep-
resented by expression strings, which is sub-optimal. First,
the same function f can be expressed by different symbolic
forms. For example, f(x) = cos(x) can also be written as
f(x) = cos(x + 2kπ) or f(x) = sin(x + 4k+1

2 π), where
k ∈ N, with exactly the same functionality. Second, a small
change to the expression can make a huge difference in func-
tionality.

To tackle these challenges, we propose the query-by-
distribution strategy and the modified InfoNCE loss. First, to
increase the amount of information obtained in each query
step, the query-by-distribution strategy aims to find infor-
mative function features, which can be represented by a set
of data instead of a single data point. Second, to eliminate
the influence of the expression representation problem, we
remove the requirement of the calculation of similarity be-
tween data and expressions in the InfoNCE loss. Instead, we
show that mutual information between data and expressions
can be estimated by simply measuring the similarity among
different sets of queries.

Through comprehensive experiments, QUOSR shows its
advantage in exploring informative data for online symbolic
regression. We combine QUOSR with a transformer-based
method called SymbolicGPT (Valipour et al. 2021) and find
an over 11% improvement in average R2.

Related Work
Symbolic regression. Symbolic regression in an offline
setting has been studied for years (Koza 1994; Martius and
Lampert 2016; Sahoo, Lampert, and Martius 2018; Lam-
ple and Charton 2019; La Cava et al. 2021; Xing, Salleb-
Aouissi, and Verma 2021; Zheng et al. 2022). Traditionally,
methods based on genetic evolution algorithms have been
utilized to tackle offline symbolic regression (Augusto and
Barbosa 2000; Schmidt and Lipson 2009; Arnaldo, Kraw-
iec, and O’Reilly 2014; La Cava et al. 2018; Virgolin et al.
2021; Mundhenk et al. 2021). Many recent methods leverage
neural networks with the development of deep learning. AI
Feynman (Udrescu and Tegmark 2020) recursively decom-
poses an expression with physics-inspired techniques and
trains a neural network to fit complex parts. Petersen et al.
(2020) proposes a reinforcement learning based method,
where expressions are generated by an LSTM. Recently,
some transformer-based methods are proposed (Biggio et al.
2021; Kamienny et al. 2022). SymbolicGPT (Valipour et al.
2021) generates a large amount of expressions and pretrains
a transformer-based model to predict expressions. Similar
to QUOSR, Ansari et al. (2022) and Haut, Banzhaf, and
Punch (2022) also get data points from a physical system.
However, there are still two main differences. For purpose,
they focus on training efficiency which is an active learning
style, while we focus both on the training and inference. For
method, theirs are strongly correlated with the SR process,
while QUOSR is a general framework since its query pro-

cess is decomposed from SR.

Active learning. Active learning is a subfield of machine
learning in which learners ask the oracle to label some rep-
resentative examples (Settles 1995). Three main scenarios in
which learners can ask queries are considered in active learn-
ing: (1) pool-based sampling (Lewis and Gale 1994) which
evaluates all examples in the dataset and samples some of
them, (2) stream-based selective sampling (Cohn, Atlas, and
Ladner 1994; Angluin 2001) in which each example in the
dataset is independently assessed for the amount of infor-
mation, and (3) membership query synthesis (Angluin 1988;
King et al. 2004) in which examples for query can be gen-
erated by learners. Notice that active learning assumes only
one oracle to give labels thus learners just need to model one,
but each expression is an oracle in QUOSR which makes se-
lecting examples much more difficult. Also, in active learn-
ing, examples are only sampled in the training process to
make use of abundant unlabeled data but QUOSR aims to
find informative examples both in the training and inference
process to assist the following expression generation stage.

Learning to acquire information. Pu, Kaelbling, and
Solar-Lezama (2017) and Pu et al. (2018) study the query
problem in a finite space aiming to select representative ones
from a set of examples. Huang et al. (2021) propose an iter-
ative query-based framework in program synthesis and gen-
eralize the query problem to a nearly infinite space. They
take the symbolic representation of programs as reference
substances during optimization and adopt a query-by-point
strategy, where the framework iterates for several steps and
only one data point is generated at each step, which fails on
symbolic regression.

Problem Statement
In this section, we make a formal statement for online sym-
bolic regression to make our problem clear.

Definition 1 (The physical system f ) The physical system
f is a function f : RM → R. Given an input data x ∈ RM ,
f can respond with y = f(x).

Intuitively, f can be seen as scientific rules, and the input
data x and the response y can be seen as experimental re-
sults.

Definition 2 (Online symbolic regression) Given a physi-
cal system f ∈ F, where F denotes the set of all possible
systems, the online symbolic regression aims to find a math-
ematical expression f̂ that best fits f by interacting with f ,
i.e. ∀x ∈ RM , | ˆf(x) − f(x)| < τ , where τ is the error
tolerance.

Unlike conventional symbolic regression tasks, online sym-
bolic regression allows interactions with the physical system
f , which is a more common setting in scientific discovery.

Methods
In this section, first, we make a detailed description of the
query-based framework, including the working process of
the framework, what is ”informative”, and how to obtain
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Algorithm 1: The query-based framework
Query

1: physical system f , max query steps K, query module
Q, initial data points D.

2: for k ∈ {1 . . .K} do
3: x← Q(D)
4: y ← f(x)
5: D ← D ∪ {(x, y)}
6: end for
7: return D

Regression
1: data points D, regression algorithm R

2: f̂ ← R(D)

3: return f̂

informative data theoretically. Then, we point out the dif-
ficulties of applying the query-based framework and give
out corresponding solutions. At the end of this section, we
present the architecture details and the training algorithm of
the query-based framework.

The Query-Based Framework
We propose the query-based framework which aims to gen-
erate informative data by querying the target physical sys-
tem. The query-based framework works in an iterative man-
ner that it queries the target system for several steps with
a data point generated at each step. This process is shown
in Algorithm 1. Specifically, at each step, the query-based
framework receives the historical data points D and gener-
ates the next query x with a trained query moduleQ accord-
ing to D. Then, x is used to query the target system f and
get the corresponding output y = f(x). Finally, the newly
queried data point (x, y) is added to D, and the next query
step begins. This process repeats until the maximum number
of query steps is reached. After collecting the data points D,
the regression process begins to fit the symbolic expression
f̂ , which can be done by conventional symbolic regression
algorithms.

Obviously, the design of the query moduleQ is the central
problem of the query process. To make the design principle
clear, two questions need to be answered. That is, what is
informative data, and how can we get it?

What is informative data? Intuitively, if data DB can lead
us to the target f but DA cannot, then we would say DB

is more informative than DA. Further on, if data DC can
also lead us to the target f and it contains fewer data points
than DB , then we would say DC is even more informative
than DB . Based on this observation, we can conclude that
informative means to find the target f with as few data points
as possible. Formally, we give the following definitions.
Definition 3 (Distinguish) Given the target physical system
f ∈ F, and a set of input data Q = {x|x ∈ Rm}, we say
that f is distinguished from F by Q if and only if ∀fi ∈
F, ∃x ∈ Q, f(x) 6= fi(x).

Definition 4 (Informative queries) Given the target physi-
cal system f ∈ F, and two sets of queriesQi andQj , we say

Qi is more informative than Qj if and only if Qi can distin-
guish f from F but Qj cannot, or they can both distinguish
f from F but |Qi| < |Qj |.

How can we obtain informative data? From the perspec-
tive of the decision process, we can model the query process
as the expansion of a decision tree. Specifically, the nodes
correspond to the query selections x, the edges correspond
to the responses y, and the leaves correspond to the physi-
cal systems f . Then, the problem of obtaining informative
data can be reinterpreted as the minimization of the average
length of decision paths.
Definition 5 (Average decision path) Given a decision
tree with a leaf denoted as f ∈ F, the decision path can be
denoted as L(f), and the probability of arriving at f can be
denoted as P (f). Then, the average decision path can be
defined as L̄ =

∑
f P (f)L(f).

Obviously, the average decision path here is equivalent to
the average number of query steps. Traditionally, the prob-
lem of finding the average decision path can be solved by
maximizing the information gain in decision node expan-
sion, which is the same as maximizing mutual informa-
tion (Gallager 1968). Thus, with the help of decision trees,
we conclude that informative data is the data that can max-
imize the mutual information with the target functions. For-
mally, we give such claim:
Claim 1 (Mutual information guides the query) The col-
lection of informative data can be guided by mutual infor-
mation:

D∗ = arg max
D

I(F ;D). (1)

Here F denotes the variable that represents functions. The
detailed proof is shown in Appendix A (Jin et al. 2023).

The Modified InfoNCE
InfoNCE Although Equation 1 has shown the optimiza-
tion direction of the query process, I(F ;D) is impossible
to compute due to the large space of data and expressions.
Fortunately, recent works in contrastive learning show that
the InfoNCE loss estimates the lower bound of mutual in-
formation (van den Oord, Li, and Vinyals 2018; Poole et al.
2019).

LNCE = −E[log(
exp(sim(di, fi))∑N
j=1 exp(sim(di, fj))

)], (2)

and
I(F ;D) ≥ log(B)− LNCE (3)

where d denotes the data points, f denotes the physical sys-
tem, B denotes the batch size, i, j denotes the sample index,
and sim denotes a similarity function. Thus, we can imple-
ment the query process as a query network, and then opti-
mize it with InfoNCE to obtain informative queries. Specif-
ically, in contrastive learning, we can construct several posi-
tive and negative pairs, and the InfoNCE loss guides the net-
work to maximize the similarity of positive pairs and mini-
mize the similarity of negative pairs. For the query network,
we can construct positive pairs as queried data points and
corresponding physical system (di, fi) and negative pairs as
others (di, fj 6=i).
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Figure 1: Overview of QUOSR.

The Modified InfoNCE According to Equation 2, we can
simply design the query network with a data encoder to ex-
tract the embedding of di and an expression encoder to ex-
tract the embedding of fi, and then compute their similarity
to get the InfoNCE loss. However, the expression encoder is
hard to optimize due to several reasons. First, the same func-
tion f can be expressed by different symbolic forms, which
improves the difficulty of learning. For example, f(x) =
cos(x) can also be written as f(x) = cos(x + 2kπ) or
f(x) = sin(x + 4k+1

2 π), where k ∈ N, with exactly the
same functionality. Second, a small change to the expression
can make a huge difference in functionality, like the negative
sign −.

To solve this problem, we propose a modified InfoNCE
loss that guides the learning process without the requirement
for a good expression encoder:

L′NCE =− E(di,d′
i)∼E[Pd|fPd′|f ]

[log(
exp(sim(di, d

′
i))

1
N

∑N
j=1 exp(sim(di, d′j))

)],
(4)

where d′ denotes another set of queried data points with dif-
ferent initial conditions from d. Specifically, we first sam-
ple physical system f from space F, sample two different

groups of data points di and d′i from a Uniform distribu-
tion as the initial condition and then get two different data
points by querying f and modifying di and d′i (adding the
corresponding data point to di and another to d′i), and this
process repeats for N times to get N different (di, d

′
i) pairs

to calculate the loss.
Intuitively, the main difference between Equation 4 and

Equation 2 is that the former replaces the expression f with
another set of queried points d′, which avoids the expres-
sion representation problems mentioned above. In practice,
we share parameters between the data encoders for d and
d′, which is the classical siamese architecture used in con-
trastive learning (Chen et al. 2020).

We prove that optimizing L′NCE can also achieve the pur-
pose of maximizing mutual information I(F ;D):
Claim 2 (L′NCE bounds mutual information)

−L′NCE ≤ KL(E[PD|FPD′|F ]||PDPD′)

≤ min{I(F ;D), I(F ;D′)},
(5)

whereKL denotes the Kullback–Leibler divergence. A sim-
ilar proof is given by (Tsai et al. 2021), and we modify it to
fit this paper in Appendix A (Jin et al. 2023). We use LNCE

to denote L′NCE for simplicity in the rest of our paper.
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Query-by-Distribution
Another problem is that the amount of information con-
tained in each data point is extremely small, which increases
the number of query steps and makes the query network hard
to optimize. To alleviate this problem, we compress the num-
ber of query steps by querying a set of m data points at each
query step instead of only one single data point.

However, simply increasing the output dimension of the
query network to get m data points is sub-optimal because
the number of data points needed in symbolic regression
changes depending on the specific problem (i.e.m changes).
Since a set can be presented by exponential family distribu-
tions (Sun and Nielsen 2019), we represent the query result
as a Normal distribution, from which we can flexibly sam-
ple any amount of latent vectors and use them to generate the
final queries. Also, the training process benefits from the di-
versity caused by sampling which can help it avoid the local
minima. We choose the Normal distribution due to its good
properties: (1) It has a differentiable closed form KL diver-
gence which is convenient for optimization. (2) The product
of two Normal distributions (i.e. the intersection of two sets)
is still a scaled Normal distribution (Huang et al. 2021). De-
tails are shown in the next subsection.

QUOSR
Next, we will introduce the architecture and training details.
Architecture details are shown in Figure 1. As mentioned be-
fore, QUOSR adopts a siamese architecture where the two
branches share parameters. Each branch mainly contains
two parts: a physical system f which is used to be queried
by generated x, and a query network which receives histori-
cal data points {(xi, yi)}i and generates the next queries x.
The query network consists of an encoder that embeds the
historical data points, and a decoder that receives the data
embedding and generates the next queries. Details are de-
scribed in the following.

Encoder. The design of the encoder follows Ren and
Leskovec (2020) and Huang et al. (2021). First, given a set of
data points D = {(xi, yi)}Ni=1, each data point is projected
into a Normal distribution in latent space. This distribution
can be seen as the representation of the set of candidate ex-
pressions that satisfy the given data point:

[µi, log(σi
2)] = MLPdata((xi, yi)), (6)

where [] denotes concatenation, and µi and σi represents
Normal distributionN (µ,σ). Then, for the N distributions,
we take them as independent ones (i.e. input order irrele-
vant) and calculate their intersection as the final embedding
of data points D:

[µ, log(σ2)] =
N∑
i=1

wi[µi, log(σi
2)], (7)

wi =
exp(MLPattention([µi, log(σ2

i )]))∑N
j=1 exp(MLPattention(µj , log(σ2

j )))
, (8)

where MLP means multi-layer perceptron. The further il-
lustration of the intersection is beyond the scope of this pa-
per and please refer to their original papers.

Decoder. The decoder consists of two parts: generating a
Normal distribution and sampling m points from it. Differ-
ent from the distribution produced by the encoder which rep-
resents the set of candidate expressions, this distribution rep-
resents the set of possible queries as mentioned in the last
subsection.

[µq, log(σq
2)] = MLPquery[µ, log(σ2)], (9)

where the subscript q denotes ”query”. Then, we sample m
points from the Normal distribution N (µ,σ) and project
them back to RM with an MLP.

xi = MLPinversion(vi), (10)

Training. At the beginning of the query process, we sam-
ple two groups of data points uniformly as the initial condi-
tion of the query process (the number of initial data points
equals the number of data points queried in each step). Since
LNCE is calculated by measuring the similarity between
two different sets of data points d and d′, we maintain two
query processes with different initial conditions simultane-
ously. Specifically, in each step of query, QUOSR receives
N historical data points {(xi, yi)}Ni=1 as input, generates
m new data {xi}N+m

i=N+1, and then gets the corresponding
{yi}N+m

i=N+1 from f. TheseN+m data points {(xi, yi)}N+m
i=1

are taken as the next step input of QUOSR, and this pro-
cess repeats. As mentioned in Equation 7, the data embed-
ding represents Normal distributions, so the similarity of two
sets of data points is measured with Kullback-Leibler diver-
gence:

sim(d, d′) = KL(N(ud,σd)||N(u′d,σ
′
d)) (11)

We merge d’ into d in Equation 4 by crossing their elements,
thus the loss function in Equation 4 is finally rewritten as

LNCE =
1

2N

N∑
i=1

[l(d2i−1, d2i) + l(d2i, d2i−1)], (12)

l(di, dj) = − log
exp(sim(di, dj)/τ)∑2N

k=1 1[k 6=i]exp(sim(di, dk)/τ)
(13)

where d2i−1 denotes d, d2i denotes d′ and τ denotes a tem-
perature parameter. See Figure 1 and Algorithm 2 in Ap-
pendix C (Jin et al. 2023) for details.

Experiments
We study the ability of QUOSR to find informative points
in experiments. First, we combine QUOSR with a symbolic
regression method and present the main results. Then some
cases are given to visualize the strategy learned by QUOSR.
And at last, we do the ablation experiments.

Settings
We combine QUOSR with a transformer-based method
named SymbolicGPT (Valipour et al. 2021) which achieves
competent performance in symbolic regression. Symbol-
icGPT uses PointNet (Qi et al. 2017) to encode any num-
ber of data points and then generates the skeleton of an ex-
pression character by character using GPT where constants
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Figure 2: The performance of the origin SymbolicGPT
model and another three models finetuned on Uniform,
Normal and Query.

are represented by a < C > token. To learn these con-
stants in the skeleton, SymbolicGPT employs BFGS opti-
mization (Fletcher 2013). More experiments are shown in
Appendix B (Jin et al. 2023)

The training process is split into three stages: training
QUOSR, generating a new dataset and finetuning Symbol-
icGPT. We train QUOSR using expressions in the dataset
of Valipour et al. (2021) which contains about 500k one-
variable expressions. The max query times K is set to 9,
thus we first uniformly sample 3 points and then generate
the other 27 data points in the following 9 query steps. We
limit QUOSR to generate values of x ∈ [−3.0, 3.0] to fit the
range of the original dataset. Then we generate a new dataset
named Query for all expressions. For comparison, we also
sample x from U(−3.0, 3.0) and N (0, 1) and generate an-
other two datasets, Uniform andNormal. We finetune the
pretrained model of SymbolicGPT on these three datasets.

The original test set of SymbolicGPT contains 966 ex-
pressions. For each expression, 30 data points sampled uni-
formly in the range of [−3.0, 3.0] are used to generate ex-
pressions, and another 30 data points sampled uniformly in
the range of [−5.0,−3.0]∪ [3.0, 5.0] are used to evaluate the
predicted expression. We replace data points used for gener-
ating expressions with the ones sampled with three methods:
QUOSR, uniform sampling, and normal sampling, and use
original test data points to evaluate two metrics with three
models respectively: the proportion of logMSEN < −10
and the average R2 (Kamienny et al. 2022):

MSEN =

Ntest∑
i=1

(yi − ŷi)2

||y + ε||2
(14)

R2 = max(0, 1−
∑Ntest

i (yi − ŷi)2∑Ntest

i (yi − y)2
), (15)

where ε is set to 0.00001 to avoid division by zero and y =
1

Ntest

∑Ntest

i=0 yi. We set the lower bound of R2 to 0 since a
bad prediction can leadR2 to be an extremely large negative
number.

Results
Figure 2 shows the proportion of predicted expressions
whose logMSEN < −10 and the average of R2. Though
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Figure 3: Results for different amount of data points.

results of uniform sampling improve after finetuning, QU-
OSR performs the best in both metrics, which indicates that
in the online setting of symbolic regression, QUOSR can
explore more informative data points than uniform sampling
and thus helps SymbolicGPT achieve a better result.

We also evaluate the performance of QUOSR by each
query steps, shown in Figure 3. Since the more information a
data point contains, the sooner it will be queried, the perfor-
mance of QUOSR is significantly improved in the first four
steps and grows steadily in the next five.

Case Study
Figure 4 gives a visualization of the latent space using t-
SNE (Van der Maaten and Hinton 2008). We cluster data
points embeddings (Figure 4 Left), symbolic forms embed-
dings (Figure 4 Mid), and functions (into 9 classes, Figure 4
Right). To see which embedding method matches the func-
tionality better, we label 9 classes in Figure 4 Right with 9
different colors and color Figure 4 Left and Mid with corre-
sponding colors. Graphs of expressions in the same cluster
are close, but their symbolic form embeddings are chaotic.

Figure 5 presents graphs of two expressions in which QU-
OSR outperforms uniform sampling. Data points sampled
uniformly are marked with blue dots and the ones generated
by QUOSR are marked in red. We observe two interesting
phenomena: (1) QUOSR pays more attention to the neigh-
borhood of extreme points and discontinuity points. (2) For
periodic functions, QUOSR samples multiple points in one
cycle, and only a few points in other cycles.

Ablation Study
Table 1 presents results for the ablation study over the fol-
lowing four variants:

(1) Methods of intersection: attention in Equation 7,
mean in Equation 16 or max in Equation 17:

[µ, log(σ2)] = [
1

n

N∑
i=1

µi, log(
1

n

N∑
i=1

σ2
i )], (16)

[µ, log(σ2)] = [maxµi, log(maxσ2
i )], (17)
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Figure 4: The clustering results of different embedding methods (Left and Mid). Different colors represent different sets of
expressions that have similar functionality (Right).

3 2 1 0 1 2 3

1.2

1.4

1.6

1.8

2.0

2.2

2.4

2.6

3 2 1 0 1 2 3

20

10

0

10

20

Figure 5: Graphs of two expressions in which QUOSR out-
performs uniform sampling. The blue points are sampled
uniformly and the red ones are generated by QUOSR.

(2) The similarity function: KL divergence in Equation 11
or cosine similarity (cos) in Equation 18:

sim(d, d′) =
[ud,σd] · [u′d,σ′d]T

‖[ud,σd]‖‖[u′d,σ′d]‖
, (18)

(3) Representation methods of physical system f : data
points (data) or symbolic forms (expr).

(4) Query strategies: query-by-distribution (QBD), query-
by-set (QBS) in Equation 19 or query-by-point (QBP)
Equation 20.

[{xi}mi=1] = MLPQBS([µ, log(σ2)]), (19)

xi = MLPQBP ([µ, log(σ2)]), (20)
The results are presented in table 1. We can conclude that:

(1) Experiments with the KL similarity and attention inter-
section get a better result than others, suggesting the advan-
tage of projecting data points to a Normal distribution. (2)
The performance drops when using symbolic forms of ex-
pressions, which indicates that representing an expression

Intersect Sim Rep Stra Proportion R2

mean KL data QBD 41.20 0.5370
max KL data QBD 45.65 0.5774
attention cos data QBD 41.72 0.5380
attention KL expr QBD 44.20 0.5721
attention KL expr QBS 40.89 0.5290
attention KL data QBS 41.61 0.5388
attention KL data QBP N/A N/A
attention KL data QBD 50.41 0.6177

Table 1: Ablation over interaction methods (Intersect), the
similarity function (Sim), expression representation (Rep)
and query strategies (Stra). N/A means the out of memory
error code occurs when training.

with its data points is more appropriate than with its sym-
bolic forms. (3) Among all query strategies, our query-by-
distribution strategy performs the best. The query-by-point
strategy does not give out useful results due to its optimiza-
tion difficulty. The query-by-set strategy performs worse
than ours probably because sampling from distribution re-
sults in more diversity which helps the query network avoid
local minima in training.

Conclusion
In this work, we propose a query-based framework QUOSR
to tackle online symbolic regression. To maximize the mu-
tual information between data points and expressions, we
modify InfoNCE loss and thus a good expression encoder is
unnecessary. Furthermore, we use the query-by-distribution
strategy instead of query-by-point, and thus the amount of
information obtained in each query step increases. Com-
bining with offline symbolic regression methods, QUOSR
achieves a better performance. We take the query-based
framework for multi-variable expressions as our future work
for its challenge in spurious multi-variable expressions.
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