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Abstract

With the development of the online education system, per-
sonalized education recommendation has played an essential
role. In this paper, we focus on developing path recommen-
dation systems that aim to generate and recommend an entire
learning path to the given user in each session. Noticing that
existing approaches fail to consider the correlations of con-
cepts in the path, we propose a novel framework named Set-
to-Sequence Ranking-Based Concept-Aware Learning Path
Recommendation (SRC), which formulates the recommen-
dation task under a set-to-sequence paradigm. Specifically,
we first design a concept-aware encoder module that can cap-
ture the correlations among the input learning concepts. The
outputs are then fed into a decoder module that sequentially
generates a path through an attention mechanism that han-
dles correlations between the learning and target concepts.
Our recommendation policy is optimized by policy gradi-
ent. In addition, we also introduce an auxiliary module based
on knowledge tracing to enhance the model’s stability by
evaluating students’ learning effects on learning concepts.
We conduct extensive experiments on two real-world pub-
lic datasets and one industrial dataset, and the experimental
results demonstrate the superiority and effectiveness of SRC.
Code now is available at https://gitee.com/mindspore/models/
tree/master/research/recommend/SRC.

Introduction

Different from providing the same learning content for all
students in each classroom session in traditional learning,
adaptive learning aims to tailor different learning objectives
to meet the individual needs of different learners (Carbonell
1970). Existing recommendation methods of learning con-
tent can be summarized into two categories: (i) Step by step,
the following learning item is recommended for students in
real-time, and the interaction of each step (i.e., students’ an-
swers) will be integrated into the recommendation for the
next step (Liu et al. 2019; Cai, Zhang, and Dai 2019; Huang
et al. 2019). (ii) Plan a certain length of the learning path
for students at one time. The latter is because users some-
times want to know the entire learning path at the beginning
(for example, universities need to organize courses for stu-
dents) (Joseph, Abraham, and Mani 2022; Chen et al. 2022;
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Shao, Guo, and Pardos 2021; Bian et al. 2019; Dwivedi,
Kant, and Bharadwaj 2018). As the latter direction is more
restricted and complex (e.g., larger search space, less avail-
able feedback), it is more challenging and is also the main
focus of this paper. Previous studies (Piaget and Duckworth

est Learning Path Test
85 80 90

Score:5 Score:80

:Student
A10/ |A |85 |A|90| |A |95 i i
B 15 |Bl4a5| 'Blso| B85 A | Mathematical Analysis
clo! [cl10l claol |c |90 B Probability Theory
D|5| |[D|15/ |[D |30/ |D 80 Cc Linear Algebra
Underlying level of knowledge . D Machine Learning

Figure 1: Illustration of the student learning process to im-
prove a student’s mastery of concept D by learning the path
composed of three concepts A, B, and C. The student is
given a test before and after the path to knowing his mastery
of D. The bottom four tables show the student’s potential
mastery of all concepts at each step, which is not accessible
during the training process. We can only know the mastery
of the current learning concept. For example, after learning
B, we know his mastery of B is 80.

1970; Inhelder et al. 1976; Pinar et al. 1995) reveal that cog-
nitive structure greatly influences adaptive learning, which
includes both the relationship between items (e.g., premise
relationship and synergy relationship) and the characteristics
of students’ dynamic development with learning. Most exist-
ing methods to solve learning path planning are either based
on a knowledge graph (or some relationship between con-
cepts) to constrain path generation (Liu et al. 2019; Shi et al.
2020; Wang et al. 2022), or based on collaborative filtering
of features to search for paths (Joseph, Abraham, and Mani
2022; Chen et al. 2022; Nabizadeh, Jorge, and Leal 2019).
However, these models can not penetrate into the important
features of the cognitive structure perfectly, and the model is
relatively simple, resulting in the path generated either with
a low degree of individuation or with a poor learning effect.
From this perspective, we argue that how fo effectively mine
the correlations among concepts and the important charac-




teristics of students in learning path planning is still chal-
lenging, and summarize the specific challenges as follows:

¢ (C1) How to effectively explore the correlations among
concepts? There may be complex and diverse correla-
tions between concepts, such as prerequisite relation-
ship and synergy relationship, which will affect students’
learning of concepts (Tong et al. 2020; Liu et al. 2019).
As shown in Figure 1, mastery, of course, A (Mathe-
matical Analysis) is of greater help to mastery of course
B (Probability Theory), and of less help to mastery, of
course, C (Linear Algebra). Therefore, it should be taken
into account when planning the learning path.

* (C2) How to evaluate and optimize the generation algo-
rithm by effectively using the students’ learning effect on
the target concepts? As shown in Figurel, we expect stu-
dents to achieve the best improvement in the target con-
cept D (Machine Learning). However, the existing path
recommendation algorithms either do not use this feed-
back but use indirect factors such as similarity degree
and occurrence probability (Joseph, Abraham, and Mani
2022; Shao, Guo, and Pardos 2021), or lack of excel-
lent generation algorithms (Zhou et al. 2018; Nabizadeh,
Jorge, and Leal 2019). As a result, it is difficult for them
to provide an efficient learning path. This is because it is
still challenging to optimize a path using only feedback
that is available at the end of the path. In contrast, in the
stepwise recommendation scenario, immediate feedback
can be obtained at the end of each step, which allows
some more advanced reinforcement learning (RL) algo-
rithms (Sun et al. 2021; Li et al. 2021) to be applied.

* (C3) How can student feedback on learning concepts be
incorporated into the model? As shown in Figure 1, stu-
dents have different learning feedback for concepts A, B,
and C on the path after learning. In the field of knowl-
edge tracing (KT), this information plays a great role
in modeling students’ knowledge levels. Many models
(Piech et al. 2015; Yang et al. 2020; Zhang et al. 2017)
take students’ past answers as features to predict the cur-
rent answer. In (Liu et al. 2019), its DKT (Piech et al.
2015) module used this information to trace students’
knowledge levels in real-time to adjust recommendations
for the next step. However, in path recommendation, this
feedback can only be obtained after the path ends, so the
above approach is difficult to implement here.

To address these challenges, we propose a novel
framework Set-to-Sequence Ranking-based Concept-aware
Learning Path Recommendation (SRC). We formulate the
learning path recommendation task as a set-to-sequence
paradigm. In particular, firstly, in order to mine the corre-
lation between concepts (C1), we design a concept-aware
encoder module. This module can globally calculate the cor-
relation between each learning concept and other learning
concepts in the set so as to get a richer representation of
the concept. At the same time, in the decoder module, on
the one hand, we use a recurrent neural network to update
the state of students; on the other hand, we use the attention
mechanism to calculate the correlation between the remain-
ing learning concepts in the set and the target concepts, so as
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to select the most suitable concept in the current position of
the path. Secondly, we need to effectively utilize feedback
on the target concepts (C2). Since the feedback is generally
continuous and considering the large path space, the policy
gradient algorithm is more suitable in this case. Thus the
correlation between the learning concept and the target con-
cepts calculated by the previous decoder can be expressed in
the form of selection probability. So we get a parameterized
policy, and we can update the model parameters in a way
that maximizes the reward. Finally, we designed an auxil-
iary module to utilize feedback on learning concepts (C3).
Similar to the KT task, the student state updated by the pre-
vious decoder at each step is fed into an MLP to predict the
student’s answer at that step. In this way, students’ feedback
on the learning concepts can participate in the updating of
model parameters to enhance the stability of the algorithm.

Related Works

Learning Path Recommendation. A class of branches
(Joseph, Abraham, and Mani 2022; Chen et al. 2022; Zhou
et al. 2018; Nabizadeh, Jorge, and Leal 2019; Liu and Li
2020; Shao, Guo, and Pardos 2021) in existing methods
models the task as a general sequence recommendation task,
which is dedicated to reconstructing the user’s behavior se-
quence. For example, in Zhou et al. (2018), KNN (Cover
and Hart 1967) is used to complete the collaborative filter-
ing and then RNN is used to estimate the learning effect;
in Shao, Guo, and Pardos (2021), the BERT (Devlin et al.
2018) paradigm is directly used to solve this problem. An-
other branch (Liu et al. 2019; Shi et al. 2020; Wang et al.
2022; Zhu et al. 2018) focuses on mining the role of knowl-
edge structure. For example, Zhu et al. (2018) formulates
some rules based on the knowledge structure to constrain the
generation of paths. In general, most of the above methods
fail to take full advantage of student feedback on the target
concepts. One of the better ones is Liu et al. (2019), which
uses this feedback through reinforcement learning methods
to optimize the generative model. However, on the one hand,
it can obtain real-time feedback on learning concepts, and its
application scenario is actually a step-by-step recommenda-
tion; on the other hand, it uses the concept relationship graph
as a rule to constrain path generation without mining deeply
into their correlations, which makes it challenging to apply
in the general case. In our method, we use an attention mech-
anism to mine inter-concept correlations and make full use
of various feedback from students to optimize the modeling
of correlations, which makes our method more general.

Learning Item Recommendation. In step-by-step learn-
ing item recommendations, immediate feedback is available.
This allows them (Cai, Zhang, and Dai 2019; Huang et al.
2019; Sun et al. 2021; Li et al. 2021) to use more complex
RL algorithms. Such as Sun et al. (2021) use the DQN(Mnih
et al. 2013), and Cai, Zhang, and Dai (2019) use the Advan-
tage Actor-Critic. Our method also uses policy gradient in
RL for optimization, but since we have no immediate feed-
back, only delayed feedback after the path ends, training
may be more difficult. Therefore we introduce the KT aux-
iliary task to enhance the model stability.

Set-to-Sequence Formulation. The set-to-sequence task



aims to permute and organize a set of unordered candidate
items into a sequence whose solutions can be roughly di-
vided into three fields: point-wise, pair-wise, and list-wise.
Among them, the point-wise method is the most widely
used, which is designed to score each item individually,
and then rank the items in descending order of their scores
(Friedman 2001). The pair-wise methods (Burges et al.
2005; Joachims 2006) do not care about the specific score
of each item. Instead, formulate the problem pair-wise, fo-
cusing on predicting the relative orders among each pair
of items. The list-wise algorithms (Burges 2010; Cao et al.
2007; Xia et al. 2008) treat the entire sequence as a whole,
which allows the model to mine the deep correlations among
the items carefully. Noticing that students’ feedback on a
concept is likely to be significantly affected by the other
concepts on the same path, we here design our model in a
list-wise manner.

The main difficulty with list-wise is that the sorting pro-
cess is not completely differentiable because there are no
gradients available for sorting operations (Xia et al. 2008).
One solution randomly optimizing the ranking network by
continuous relations (Grover et al. 2019; Swezey et al.
2020). Another class of branches, named Plackett-Luce (PL)
ordering model (Burges 2010; Luce 2012; Plackett 1975),
represents ordering as a series of decision problems, where
each decision is made by softmax operation. Its probabilistic
nature leads to more robust performance (Bruch et al. 2020),
but computing the gradient of the PL model requires iterat-
ing over every possible permutation. A solution proposed in
the recent literature (Oosterhuis 2021) is the policy gradient
algorithm (Williams 1992).

Problem Formulation

Consider a student u, whose historical sequence of concepts
learning is H = {hq, ho,- - , h}. Therecord hy = {ct, yi }
of each time ¢ includes the learned concept ¢; and the de-
gree of mastery y; of the concept. Now given a set S =
{s1, 82, -+, 8mn} consisting of m candidate concepts, the
student w is to learn n non-repetitive concepts from S in
some order (hence m > n). Through the study of such
a learning path 7 = {my,mo -+ , 7, }, he can improve his
mastery of some target concepts T' = {t1, t2, - - - }. Follow-
ing (Liu et al. 2019), we quantify the learning effect as

Ee - Eb
—_— 1
Esup - Eb ( )

where F. and Ej, represent the student’s mastery of the tar-
get concepts before and after the path m (which can be ob-
tained through exams), and E,,,;, represents the upper bound
of mastery. At the same time, we can also observe the stu-
dents’ mastery Y = {Yn,,Ynas "+, Yn, } Of learning con-
cepts after the end of the path. Then, we can formulate our
problem as follows:

Definition 1. Learning Path Recommendation. Given a
student’s historical learning sequence H, target concepts T,
and candidate concepts set S, it is required to select n con-
cepts from S without repetition and rank them to generate a
path  to recommend to the student. The ultimate goal is to
maximize the learning effect E1 at the end of the path.

Er
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SRC Framework

Figure 2 shows the overview framework of our SRC model.
As shown, first we design a concept-aware encoder to model
the correlations among candidates’ learned concepts to ob-
tain their global representations. Then in the decoder mod-
ule, we use the recurrent neural network to model the knowl-
edge state of the students along the path and calculate the
correlation between the learning concepts and the target con-
cepts through the attention mechanism to determine the most
suitable concept for the position. In addition to this, based on
the knowledge state obtained in the decoder, we further pre-
dict the student’s answer to the learning concepts. At the end
of the learning path, we pass the obtained feedback Fr and
Y to the model to optimize the parameters.

Encoder

First, for each concept s; in the candidate concept set S, we
access the embedding layer to obtain its continuous repre-
sentation x,,. However, as we discussed in the introduction,
there are complex and diverse correlations between con-
cepts, and these correlations can seriously affect the final
learning effect of the path. However, the embedding repre-
sentation we obtained can only reflect the characteristics of
the concept itself in isolation, and cannot reflect the correla-
tion between concepts. Therefore, we need a function f€ to
capture these correlations within the set and fuse them into
the concept representation to get the global representation

S-

Es:fe(XS)vXS:[‘TSMI'SQW" }T

2)
For the implementation of f¢, a simple approach is to add
these concept representations to each concept after a pooling
operation (e.g., average pooling operation), unfortunately, it
is not capable to model complex correlations. Recent litera-
ture (Pang et al. 2020; Lee et al. 2019) uses a more complex
Transformer to extract information, but it mainly focuses on
correlation and thus pays less attention to the unique char-
acteristics of the concept itself. And note that our training
is based on the paradigm of a policy gradient with only one
reward per path. With label sparsity, complex models like
Transformer are extremely difficult to train due to potential
over-smoothing issues (Liu et al. 2021). We empirically ver-
ify it in our follow-up experiments, which motivates us to
combine the above two approaches.
First, we apply the self-attention mechanism to Xg:

’ msm

T
E¢ = softmax V, 3
s f ( Nz ) 3)

where
Q=XWY K=XWEV=xwY", 4)

WS, WHE WV are all trainable weights, d is the dimension
of the embedding. At the same time, we pass a simple multi-
layer perceptron(MLP) to the embedding and add the aver-
age pooling part:

m |
;€
Z;n 7El:fl(XS),

EL=FE'+ 5)
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Figure 2: The overview of our framework. SRC is composed of the encoder, decoder, and KT auxiliary module. The encoder
captures the correlation between concepts in the candidate set .S to obtain the representation of concepts Fg. The decoder
generates a ranking of S based on the information of E'g, T', and H, and outputs the policy 7. KT auxiliary module is responsible
for predicting the correct probability of each step on the path.

where f! is the MLP, €l is the feature of the i-th concept in
E'. Then the final representation of learning concepts in .S
is

E, = [E}; El, (©6)

where [.; .] is the concat operation. In this way, we obtain the
representation F s that are being aware of the other concepts
in the set and retain their own characteristics.

Decoder

After obtaining a representation of each learned concept, we
will generate their permutation and the probability in the de-
coder module:

(N

The implementation of f¢ refers to Pointer Network
(Vinyals, Fortunato, and Jaitly 2015). First, we design an
LSTM (denoted as g) (Hochreiter and Schmidhuber 1997)
to trace student states. The initial state vy of the student in g
before the start of the path should be related to the student’s
past learning sequence H. Considering that each step ¢ in H
contains both the learning concept ¢; and the mastery degree
i, Vg 1s calculated as:

™, P = fYE,, H,T).

’ [ch 5 yk]Wh)7 (8)

where z., is the embedding of concept c;, W}, is a trainable
matrix that transforms [z, ; y;] into the same input dimen-
sion as F.

Now we assume that the state after the (¢ — 1)-th concept
m;—1 in the learning path is v;_1. Let m~; denote the set of
learned concepts, namely 7.; = {71, 72, - ,m;—1}. Then
we calculate the probability distribution of step ¢ as follows:

C))

Vo = g([Tey; Y1) Wh, [Teg; Y2l W, - -

& = wl (Wivi_y + Wael + Waazp +b),

3
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. .
edg/ Z el if s € e

P(’]TA'Z = Sj) = SRES/T<; s (10)
0, otherwise.
where j = 1,2---,m; s; represents the j-th concept in

S and e represents its representation obtained by encoder;
7 represents the fusion of embeddings of concepts in T;
wi, W1, W5 and b are learnable weights or matrices. As
shown in Eq. (9), we comprehensively consider student
knowledge states, learning concepts, and target concepts to
calculate the score of each learning concept under the cur-
rent step. Then in Eq. (10), we further use softmax to cal-
culate the probability among the remaining concepts, and
the selected concepts are set to 0. Then according to the ob-
tained probability distributionP(7;), we can sample it to get
the concept m; of position ¢. And then we can update the
state v; accordingly:

(1)

According to the above method, we generate the final path
7w = {m, - ,m,} step by step, and the probability P =
{DPry,*+ +Dx, ; corresponding to each step. This path will
be recommended to students later.

v; = g(el",vi—1).

Knowledge Tracing Auxiliary Module

In the decoder, we use LSTM to trace the student state to
evaluate the current best-fit learning concept. However, un-
like the general practice (Piech et al. 2015; Liu et al. 2019),
we have no way to get instant access to the mastery of the
student’s previous step. Lack of utilization of this feedback
may affect the performance of the decoder. To this end, we
developed this module to predict mastery in a student’s pro-
cess, which acts as an auxiliary task to enhance the reliabil-
ity and stability of other modules. Specifically, for the i-th



concept 7; on the path, we predict that the probability pfriof
successful mastery by students is:

py, = Sigmoid(f¥(vs)), (12)

where f¥ denotes a MLP, Sigmoid() denotes the sigmoid
function.

Optimization Objective
We build a student simulation to obtain E,, Ej, and Ej,,),
which will be further specified in the experiment section.
Then, we are able to compute Er according to Eq. (1). We
treat it as the reward in RL and formulate the loss of policy
gradient for the path as:
Ly = —Erlog Hpm = —ETZbgpm. (13)
i i

Besides Ly, we also introduce a cross-entropy between the
predicted probability p¥ . in the knowledge tracing auxiliary
module and the actual feedback ¥, of learning concept:

Ly==) (yr logp, + (1 —yr,)log(l —p4,)). (14)

By combining the above two losses, we can obtain the final
loss of the full path:

L =Ly+ BLy, (15)
where 3 can be 0 or 1, which is used to control whether the

KT task is used to assist the training. Algorithm 1 shows the
training procedure of our method.

Algorithm 1: SRC

1: Randomly initialize the learning parameters.
2: while not converged do

3:  Randomly sample T, H, S.

4:  Calculate representation Fj
(Eq. (2).

Generate path 7 and probability P (Eq. (7)).

Predict feedback PY on the learning path (Eq. (12)).
Get feedback Ep, Y, from student after learning 7.
Compute the gradient and update the parameters w.r.t
the loss L (Eq. (15)).

9: end while

of concepts in S

PR

Experiment

In this section, we detail our experimental setup and results.
We also do some discussions and extended investigations to
illustrate the effectiveness of our model.

Dataset

Our experiments are performed on two real-world pub-
lic datasets: ASSIST09' (Feng, Heffernan, and Koedinger
2009) and Junyi2 (Chang, Hsu, and Chen 2015). Some statis-
tics of the two datasets are shown in Table 1.

"https://sites.google.com/site/assistmentsdata/home/2009-
2010-assistment-data

“https://www.kaggle.com/datasets/junyiacademy/learning-
activity-public-dataset-by-junyi-academy
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Dataset #students  #concepts ~ #average length
ASSISTO09 3841 167 49.54
Junyi 5002 712 54.19

Table 1: Dataset

However, there are some problems with using these two
datasets directly to evaluate the model. Specifically, their
data are all static, i.e. only answers to concepts that have
been answered by students beforehand are known. Our
model and other baseline models need to generate new paths
and learn student feedback on them for training and evalu-
ation. Therefore, the static original dataset cannot meet our
requirements.

To this end, we refer to some of the practices of (Liu et al.
2019; Hu et al. 2018), and design a simulator that can dy-
namically assess students’ knowledge level and return feed-
back. Specifically, this simulator is data-driven. We train the
KT model on static data. The input of the model is the stu-
dent’s past learning sequence, and the output is the current
concept answer probability. After the simulator training is
completed, we can use it to simulate the learning situation of
students on the paths recommended by various models and
obtain the corresponding Er to complete the effect evalua-
tion. To enhance the reliability of the experiments, we use
two KT models: DKT (Piech et al. 2015) and CoKT (Long
et al. 2022) to build different simulators.

Meanwhile, to be able to compare the performance of var-
ious models more comprehensively, we formulate 4 different
sources of candidate concept set S. Specifically, if the rec-
ommended path length is n, then the source of S will be: 1.
A fixed number of n concepts; 2. Group all concepts, each
with a size of n, and randomly select one group at a time;
3. Randomly select n concepts each time; 4. All concepts.
Of course, the division in the first two sources is consis-
tent for all models. In the experimental results reported later,
p=0,1, 2,3 represents these four sources in turn.

Baselines

To demonstrate the effectiveness and robustness of our
framework, we compare it with the following methods:

* Random: Randomly select concepts from .S and then
randomly arrange the generated paths.

* Rule-based: Let the simulator return the learning effect
of the target concepts after learning each concept sepa-
rately in S. Then, according to this effect, the concepts
are sorted from smallest to largest to generate paths.

* MPC: Using the Model Predictive Control (Deisenroth
and Rasmussen 2011) in RL combined with KT, each
step predicts the effect of several random search paths
and makes the current action.

* GRU4Rec: A classic sequential recommendation model
(Hidasi et al. 2015). After inputting the past sequence,
predict the probability distribution of the next concept.
Note that it is learned based on the original dataset.

* DQN: Classic reinforcement learning model (Mnih et al.



Model ASSIST09 Junyi
p=0 p=1 p=2 p=3 p=0 p=1 p=2 p=3
Random 0.0707 0.0995 0.1159 0.1290  -0.0854  -0.0054 -0.0091 -0.0075
Rule-based  0.1675 0.2070 0.1950 0.4233 0.0525 0.0969 0.1115 0.3481
DKT MPC 0.0834 0.1163 0.1293 0.1399  -0.0584 0.0176 0.0121 0.0209
GRU4Rec  0.0862 0.1505 0.1682 0.0755  -0.0390 0.0112 0.0152 -0.1394
DQN 0.1215 0.1767 0.0723 0.2949  0.0713 0.0234 -0.0118 0.2023
SRC 0.3135*  0.2971*  0.2345*  0.5567*  0.2555*  0.1761*  0.1508*  0.5809*
Random 0.0858 0.0932 0.0917 0.0968  -0.1022  -0.0700 -0.0664  -0.0773
Rule-based  0.0928 0.1010 0.0960 0.0990  -0.0988  -0.0580  -0.0503  -0.0522
CoKT MPC 0.1145 0.1056 0.0918 0.1035  -0.0568  -0.0699 -0.0823  -0.0576
GRU4Rec  0.1334 0.1242  0.1240  0.0589  -0.0333  -0.0675 -0.0659  -0.1385
DQN 0.1403  0.1281  0.0710 0.1253  -0.0145  -0.0524 -0.0691 0.0781
SRC 0.1885*  0.1559*  0.1574*  0.2340*  0.0569* -0.0238* -0.0360*  0.1709*

Table 2: Performance comparison of different models under four scenarios for two simulators built on each dataset. * indicates

p<0.001 in significance tests compared to the best baseline.

2013). Here we pre-train a DKT model based on the orig-
inal data to generate the required state in DQN.

Experiment Setting

The learning rate is decreased from the 1 x 1073 to 1 x 107
during the training process. The batch size is set as 128. The
weight for L2 regularization term is 4 x 10~°. The dropout
rate is set as 0.5. The dimension of embedding vectors is set
as 64. All the models are trained under the same hardware
settings with 16-Core AMD Ryzen 9 5950X (2.194GHZ),
62.78GB RAM, and NVIDIA GeForce RTX 3080 cards.

Experiment Result

Table 2 shows the performance comparison between SRC
and other baseline models in their respective cases, where
the evaluation index is the learning effect E'r, and the path
length is 20. From these results, we have the following find-
ings.
e Our model SRC outperforms all baselines in any case.
This may be because our model adequately models inter-
concept correlations and effectively utilizes feedback.

e In DKT, the rule-based method generally achieves the
best performance compared to other baselines. However,
in CoKT, the performance of this method is poor, and
most cases are close to the random method. Moreover,
under CoKT, in many cases even SRC its Er is negative
and the maximum value of Er learned by various mod-
els is also lower than the value under DKT. This may
reflect the difference in the properties of the two simu-
lators, such as the consideration of the relationship be-
tween concepts, the speed of forgetting knowledge, etc.
Overall, learning under CoKT is more difficult.

* GRU4Rec performs well in some cases. This shows that
the original learning sequences of students have some
value and can reflect the relationship between concepts to
some extent. Except that the performance is even worse
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than random in the case of p = 3, which may be because
this kind of scenario of choosing the optimal path from
all concepts requires a wider range of collocations, and
the limited raw data cannot extract this paradigm.

* DQN performs well in most cases (3rd in DKT, 2nd in
CoKT). This reflects the superiority of interaction-based
reinforcement learning methods in this setting. Its poor
performance at p = 2 may be because the situation is
more complex and the exploration of DQN is insufficient.

Ablation Study

Impact of Encoder and KT Auxiliary Module. Table 3
shows the performance comparison of various variants of
SRC, where SRC 4 and SRC); represent the case where the
encoder of SRC only uses self-attention or MLP, respec-
tively. SRC™ means 8 = 0 during training, i.e. no KT auxil-
iary module is used. First of all, it can be seen that the perfor-
mance of the model is degraded after replacing the original
encoder with or without the KT module. This shows that the
encoder in SRC combining self-attention and MLP indeed
retains the advantages of both, which not only mines the cor-
relation between concepts but also retains its own features.

Then, note that in SRC,, after removing the KT module,
a very large drop in model performance occurs compared to
SRCy4, far exceeding that in the other two cases. In addition
to this, SRC, sometimes does not converge in experiments
that other models have never experienced. This validates our
previous concern that such complex networks would be sig-
nificantly more difficult to train under this sparse reward re-
inforcement learning paradigm. Therefore, after using the
KT module, the student feedback in Y, not only brings more
information, but also reduces the training difficulty of the en-
coder, and the performance is greatly improved. In SRC and
SRC)y, there is no encoder training problem, so the perfor-
mance improvement is not so obvious.

Effects of different path lengths. Figure 3 shows the per-



Model p=0 p=1 p=2 p=3

SRC,, 0.2881 0.2878 02276  0.5391
SRCy; 03098  0.2954  0.2311  0.5405
SRC, 0.2234 0.2018  0.1587  0.4539
SRC4  0.2943  0.2891  0.2301  0.5378
SRC~  0.3025 0.2910 0.2291  0.5290
SRC 0.3135*  0.2971* 0.2345* 0.5567*

Table 3: Performance comparison of different variants of
SRC under DKT built on ASSIST09.

formance of paths of various lengths generated by different
models under two complex scenarios of p = 2, 3. First, the
performance rankings of various models are basically un-
changed at various lengths, further illustrating the effective-
ness of our model. Then, the learning effect E all grows
with the length of the path, which is also in line with the
intuition in education. Also note that in the p = 3 scenario,
the performance growth of all models becomes very slow af-
ter length> 20. This is probably because the concepts that
make up the path in this scenario are selectable by the model.
While the number of concepts that are helpful for learning
the target concept is limited, they are already selected when
the path is short. Concepts added on longer paths have little
value and are offset by factors such as forgetting.

—— SRC GRU4Rec —— Rule-Based —— DQN
p=2 p=3
0.6
0.3 0.5
0.4 /«—"
0.2
~ ~ 0.3
w w
o 0.2 ﬁ
0.1
0.0 0.0
10 20 30 10 20 30
Lengths Lengths

Figure 3: Impact of Length

Result for Industrial Dataset

To verify the effectiveness of SRC in practical applications,
we deploy our model in the online education department of
Huawei. Table 4 shows some experimental results on the
company’s internal industrial dataset. The dataset includes
159 students and 614 concepts and the average length of tra-
jectories is 108.99.

It can be seen that SRC shows the best performance. The
performance of other methods is also similar to those on
public datasets. The main difference is that the negative re-
wards appear more frequently here. Under DKT, the random
method even has negative rewards close to —1; correspond-
ingly, under DKT, the SRC method can learn rewards close
to the upper bound of 1. Under CoKT, although the reward
of the learned optimal path is still negative in some cases, the
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fluctuation range is greatly reduced. These results reflect the
different properties of difficulty curves and forgetting curves
under different simulators built on different datasets. And
our model can show the best performance in a variety of
situations, indicating the effectiveness and generalization of
our method.

Further online experimental results are being deployed
and collected in the coming weeks.

Model p=0 p=1 p=2 p=3
Rule-based  0.0319  0.2092 0.1622  0.9507
DKT Random  -0.8202 -0.7088  -0.8098  -0.8885
DQN 0.4495  -0.2504  -0.6021  0.8800
SRC 0.9319*%  0.4701*%  0.2842*  0.9861°*
Rule-based -0.0445  -0.0631  -0.0819  -0.0595
CoKT Random  -0.0637 -0.0848  -0.0832  -0.0548
DQN 0.0101  -0.0092  -0.0215 -0.0504
SRC 0.1288*  -0.0042* -0.0159* 0.2577*

Table 4: Result on the industrial dataset.

Conclusion

In this paper, we formulate the path recommendation of
the online education system as a set-to-sequence task and
provide a new set-to-sequence ranking-based concept-aware
framework, named SRC. Specifically, we first design a
concept-aware encoder module that captures correlations
between input learning concepts. The output is then fed to
a decoder module that sequentially generates paths through
an attention mechanism that handles correlations between
learning and target concepts. The recommendation policy
will be optimized through policy gradients. In addition, we
introduce an auxiliary module based on knowledge tracking
to enhance the stability of the model by evaluating students’
learning effects on the learned concepts. We conduct exten-
sive experiments on two real-world public datasets and one
industrial proprietary dataset, where SRC demonstrates its
performance superiority over other baselines.

In future work, it might be an interesting direction to fur-
ther explore the relationships between concepts, such as us-
ing graph neural networks. In addition, we plan to further
deploy our model in the real-world online education system.
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