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Abstract

Predicting user engagement — whether a user will engage in
a given information cascade — is an important problem in the
context of social media, as it is useful to online marketing
and misinformation mitigation just to name a few major ap-
plications. Based on split population multi-variate survival
processes, we develop a discriminative approach that, unlike
prior works, leads to a single model for predicting whether in-
dividual users of an information network will engage a given
cascade for arbitrary forecast horizons and observation peri-
ods. Being probabilistic in nature, this model retains the in-
terpretability of its generative counterpart and renders count
prediction intervals in a disciplined manner. Our results indi-
cate that our model is highly competitive, if not superior, to
current approaches, when compared over varying observed
cascade histories and forecast horizons.

Introduction

As of late, the study of information diffusion across the In-
ternet has been an active field of research. An information
cascade — the propagation trace of a piece of information
shared among users/agents of a communication network —
forms as a result of users engaging a particular piece of con-
tent. An important problem is that of predicting whether or
not a user will engage a given information cascade. User
engagement prediction garners benefits to those who have
a vested interest in knowing whether content will become
popular/viral over time, especially within the realm of so-
cial media. A few other examples include marketing com-
panies promoting product adoption (Bei, Chen, and Linchi
2011), political campaigns leveraging public opinion (Fara-
jtabar et al. 2016), and even social media companies engaged
in content moderation and rumor control (Chen et al. 2022;
Farajtabar et al. 2017).

While the terms information diffusion prediction and user
engagement prediction fall under the broader umbrella of
(content) popularity prediction, there have been various in-
terpretations within existing works. In this work, we refer to
the latter as the task of predicting the number of new users
engaging a specified information cascade — by reacting to or
resharing content at least once — for a given observation pe-
riod and forecast horizon. This is functionally distinct from
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works that seek to identify the timings and identity of the
next user to engage the cascade such as (Islam et al. 2018;
Yang et al. 2018; Cao et al. 2017; Lamprier 2019).

Popularity prediction in the literature has primarily been
approached via the use of a generative or a discriminative
objective (Zhou et al. 2021). Generative works model pop-
ularity using temporal point processes. This includes ei-
ther using a univariate temporal point process to represent
the dynamics of the process (by disregarding user identi-
ties) (Chen and Tan 2018) or a multivariate point process
(Gomez-Rodriguez, Balduzzi, and Scholkopf 2011; Gomez-
Rodriguez, Leskovec, and Krause 2012; Farajtabar et al.
2015) that takes into consideration complex user-level in-
teractions. The benefit of such an approach is that it pro-
vides interpretable models of the underlying information
diffusion mechanism and, at the same time, enabling us to
produce cascade size counts for varying prediction time in-
tervals and/or forecast horizons in a principled way. How-
ever, they oftentimes provide lackluster performance on ac-
count of generative models not being trained for prediction
(Mishra, Rizoiu, and Xie 2016; Zhou et al. 2021; Cao et al.
2017).

On the other hand, works with discriminative/predictive
objectives aim solely to produce counts and may not nec-
essarily be interested in discovering the underlying dynam-
ics of the process. While some works do attempt to imbue
point process based assumptions (Cao et al. 2017), most
of them extract handcrafted features from information cas-
cades for prediction. Recent developments in the realm of
recurrent and graph neural networks have facilitated the
development of popularity prediction models that consider
user interactions as well. In specific, the successes of deep
learning models in processing multi-modal information such
as graph structure, user, and topic information have shown
great promise in improving performance (Wang, Zhou, and
Kong 2020). A shortcoming of these models is that, while
they allow for user-level analysis and produce satisfactory
results, they often require training a model per observation
period [0, t.] and/or forecast horizon (., At] while not be-
ing easily interpretable.

In this work, we bridge the divide by developing a sin-
gle user-level model across all censoring times and fore-
cast horizons called DANTE (Discriminative probabilistic
ANytime user Engagement prediction). We continue to use



point processes due to their rich properties, however, we
do so under a lens of a discriminative approach. We de-
velop a discriminative model for user engagement by us-
ing split population multi-variate survival processes. This
was derived from its generative counterpart found in multi-
variate survival process (Gomez-Rodriguez, Balduzzi, and
Scholkopf 2011) and tweaked to model the sequence of
prediction probabilities rather than event occurrences. This
helps us highlight user engagement within an information
cascade for arbitrary observation periods and forecast hori-
zons from a single trained model. We use a split popula-
tion assumption for a multivariate survival processes in order
to relax the assumption of survival processes that all users
eventually manifest an event, which can prove unrealistic
for real-world settings. Importantly, since our model is de-
rived from a generative setting and is highly interpretable,
we can provide prediction intervals for the number of users
that will engage online conversations. We do not make any
assumptions about the nature of user-features/platform and
our model is therefore able to accommodate various kinds
of information networks. The contributions of our work are
listed below.

* We provide a single model to predict user engagement
in an information cascade for all censoring times ¢. and
forecast horizons At.

* We show with our synthetic experiments that our proba-
bilistic discriminative approach as well as the split pop-
ulation formulation yield benefits over traditional gener-
ative modeling of multi-variate survival processes, espe-
cially for larger values of ¢..

* We show via real world experiments that our single
model performs competitively, if not superior to models
who, at the least, require training per observation time ..

* We provide prediction intervals for the number of users
that engage in an information cascade for varying obser-
vation times and forecast horizons.

The rest of this paper is organized as follows. In the next
section we describe works related to user engagement. In
Preliminaries we provide the reader with some background
about survival processes. Novel Formulation describes our
modeling framework called DANTE. Finally, in the later
sections, we detail our datasets, experimental methodology
and comment on results.

Related Work

User engagement prediction, as we have framed it, can quite
straightforwardly be cast as a cascade size prediction prob-
lem. We do note that among the following works, our treat-
ment of user engagement wherein a user appears only once
in a cascade may not always be true. Nevertheless, they are
relevant to our task since user-engagement prediction can be
treated as a cascade size prediction problem by only consid-
ering the first instance of each user. Cascade size prediction
tasks can be roughly categorized into two groups.
Macro-level works: This group of works generally is not
concerned with engagement of an individual user in a cas-
cade. They might adopt user features such as number of
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followers, gender, participating communities, etc. as inputs.
However, they do not try to predict whether or not individ-
ual users will participate in a cascade. Within this group, we
can further categorize the approaches into generative or dis-
criminative models. Point process based generative models,
such as (Shen et al. 2014; Zhao et al. 2015; Chen and Tan
2018; Tan and Chen 2021; Zhang, Aravamudan, and Anag-
nostopoulos 2022), model a cascade’s information diffusion
process first by specifying intensity functions of the process.
Then, the conditional mean or median of the counting pro-
cess is typically adopted as an estimate for cascade size pre-
dictions. Additionally, these works are geared towards spe-
cific social networks (such as Twitter) and make use of fea-
tures such as user follower counts which may not always be
available for all social media datasets. On the other hand,
the discriminative models directly predict cascade size with
either hand-crafted features (Cheng et al. 2014; Martin et al.
2016) or features learned from deep network models (Cao
et al. 2017; Chen et al. 2019; Li et al. 2017; Xu et al. 2021).

User-level works: This group of works explicitly con-
sider individual users in the construction of models. To pre-
dict the cascade size, such an approach starts by forecasting
each user’s engagement of a cascade, and then aggregates
them to find the overall cascade size. The majority of these
works adopt a generative approach, which model the behav-
ior of individual users (Gomez-Rodriguez, Leskovec, and
Krause 2012; Gomez-Rodriguez, Balduzzi, and Scholkopf
2011; Myers and Leskovec 2010; Kempe, Kleinberg, and
Tardos 2003; Yang and Zha 2013) by considering interac-
tive behaviors among each other, such as an influencer driv-
ing other users to participate. (Yu et al. 2017) proposed a
multi-variate survival process model, where the dynamic
process of an infected node’s neighbors getting infected
by a cascade is modeled as a survival process, and their
model NEWER is proposed for predicting cascading pro-
cesses by effectively aggregating these behavioral dynam-
ics. Recently, (Yang et al. 2019) proposed a deep learning
discriminative model which directly predicts individual user
engagement and additionally predicts the cascade size with
the same model via a reinforcement learning objective.

Preliminaries

To address our problem setting, we will employ a special
type of multi-variate survival processes. In this section, we
provide some basic, relevant background. The interested
reader may want to consult the textbook of (Aalen, Borgan,
and Gjessing 2008) for more in-depth coverage of this ma-
terial. In what follows, [-] stands for the Iverson bracket,
which evaluates to 1, if its argument is true, and to 0, if oth-
erwise.

A survival process that commences at time t, € R is a
stationary temporal point process with conditional intensity

. P{N(t+ At) — N(t) | H:}
lim =
At0 At
[N () = O he(t | He) (D
Note that a temporal process is uniquely specified by its

conditional intensity. Above, N(-) is the associated count-
ing process, which counts the number of events generated

(1>

At | #Hy)




by the process up to a specified time. It holds that N (¢) = 0
as.fort < t,and N(t) < 1as. fort > t,. Also, H; refers
to the process’ history, i.e., the set of events that have oc-
curred by time ¢. For example, when N (t) = 0, H; = {t,}
fort > t,. However, as we shall see later in the multi-variate
setting, H; may include additional events that are external to
the process. Finally, the non-negative function he(- | H;) is
referred to as the process’ hazard rate and is defined as

P{T, <t+ At|T, >t,Hs}
m

ALL0

@

where T, > 0 a.s. is the Random Variable (RV) representing
the process’ event time. The hazard rate reflects the instanta-
neous event rate at time ¢, given that the process has not yet
yielded an event. If

t

H.(t|Hy) é/ he(T | Hy) dr A3)
to

is the cumulative (integrated) hazard, then the process’ sur-

vival function is defined as

So(t|He) 2 P{T, >t} = e~ HeltI70) )

If the distribution of T, is absolutely continuous, then it will
have a density given by

_dSe(t| Hy)
dt

Right-censoring formulation. Event times are typically un-
bounded and, hence, one may stop observing a survival pro-
cess, which has not yet generated an event, after a right-
censoring time Trc > 0 a.s. In this setting, one can think
of observing T = min{7,,Trc} and A = [T. < Trc],
instead of T,. It is usually the case that 7, and Tgc are
independent RVs (independent right-censoring assumption)
and, moreover, that Trc = trc > 0 a.s. (fixed time right-
censoring assumption).

Split population formulation. As it will become clearer
later, in our context, it will be useful to think that some sur-
vival processes will never generate an event. This leads to
the notion of a split-population survival process, whose re-
alization can be thought of as being drawn as follows: a RV
R ~ Bernoulli() is sampled, where = € [0,1] is a sus-
ceptibility probability. If R = 1, then T, is drawn from a
distribution with density f.(t| R = 1,H;) and, otherwise
(R = 0), the process will never generate an event. In the
latter case, it is convenient to regard that 7, = +o0 and,
if right-censoring is employed, one has that 7' = Trc a.s.
For this setting, one can show that the joint distribution of
(T, A) is given as

pe (6,0 | He) 2 [ fo(t| R=1,H,)]" - [Se(t| Ho)) ™0
[fre®]' " [Sre )]’ ©6)

where, assuming that Trc has an absolutely continuous dis-
tribution, frc(-) and Sre(-) are its density and survival
function respectively and where

So(t|He) 27w Se(t| R=1,H,) + (1 —7)

fe(t | Ht) = = he(t ‘ Ht) Se(t | Ht) 5)

(N
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Since in the vast majority of applications we are not inter-
ested in modelling any aspect of Trc, the last two terms of
(6), being constants, are almost always omitted. Note that,
when & = 1 is observed, then the observed ¢ corresponds to
an observed event time ¢., while, when § = 0, the observed
t corresponds to a right-censoring time tgc. Also, note that,
if m = 1, one obtains a conventional right-censored survival
process, for which (2) through (5) apply. Finally, the quan-
tity

(t|R=1,H,)
Se(t|He)

has qualities of a hazard function; one can show that, for
0 < 7 < 1 (split population), it is integrable and, hence, it
converges to 0 as ¢ becomes unbounded, while, when 7 =
1 (conventional population), it diverges, and, hence, is not
integrable.

Prediction probability. Now, assume that we observe
the process during the period [0, ¢.] of observation duration
t. > 0 and that we do not record any event. Then, for a fore-
cast window (¢, t. + At] with forecast horizon At > 0, we
define the prediction probability pp(t., At) as the probabil-
ity that an event of the process will occur within the forecast
window, if right-censoring has not occurred by time ., i.e.,

ho(t | Hy) 2 Te (8)

pp(te, At) EP{T <t.+ At, A=1|T >t.,, Hs.} (9)

Under a fixed right-censoring time assumption and assuming
that At < trc — t., this probability can be computed as

Se(tc ‘ Htc) — SE(tc + At | Hte)

te, At) = (10)
pp( ) Se(t(; | Htc)
In specific, this is shown as follows:
Plt. < T <t.+At,A=1
pp(te, an) @ e s TSt Pl

HD{T >t | Htc}

A = 1 implies that T = T, < Trc and, thus, (11) can be
re-written as
]P{tc < Te S tc + At;Te S TRC | %tc}

pp(te, At) = P{T > tc | He, }

12)

Since R = 0 implies A = 0 and, hence, that Trc < T, =
400, (12)’s numerator can be written as
]P){tc <Te <t +At7Te < Tre |Htc} =
=P{O<T.—t. <AL, T.<Trc|R=1,H, }n+
+P{0O<T. —t. <At,T. <Trc |R=0,H:, }(1—7) =
=0
=aP{0<T. —te <At,T. <Trc | R=1,Hs,} =
=nE{Sic(T.) [0 < Te —te. <At] | R=1,H.:.}

13)

where in the last step we leveraged the independence of T,
and Trc and where we define Src(t) 2 P{Tkc >t} and
Sﬁc(t) £ SRc(t) + IP{TRC = t}.

On the other hand, recalling that 7 £ min{T,, Trc} and
using once again the independence of 7, and Trc, (12)’s



denominator can be written as
P{T >t | He } =P{Te > te,Trc > te | He } =
=P{T. >t | Hi } P{Trc >t} (14)
N
=Src(te)
where
P{Te > te | He } =P{Te > tc|R=1,H; } 7+
=S(te | R=1,H.)
+P{T. >t.|R=0,H; }(1 —7) =
=Se(te|R=0,H,,)=1
=mSe(te | R=1,H;,) + (1 —7) (15)
Substituting (15) into (14) yields
P{T > t.|Hs, } = [7Se(te | R=1,Hs, ) + (1 —7)]-
- Srel(te) (16)

Substituting (13) and (16) into (12) gives the prediction

probability under the independent right-censoring assump-

tion, which reads

E{Sgc(Te) [0 < Te —te < At]|R=1,H:.}
[Se(tc | R= 1, Ht,:) + T] SRC (tC)

pp(te, At) =
an

where » 2 (1 — ) /7. If we, now, assume a fixed right-
censoring time Trc = trc a.8., then, for 0 < At < tgre—te,
()ift. < T, < te+At, Spe(T.) = 1 and (ii) Spe(te) = 1.
Hence,

E{Sgc(Te) [te < T <te+At]|R=1,H, } =
= Se(te]R=1,Hs,) — Se(te + AR =1,H;,) (18)

Substituting (18) into (17) and using the definition of (7)
finally yields (10).

Multi-variate survival process. In this work, we consider
the case of a collection of mutually-interacting survival pro-
cesses, where observed events of some of them influence
the rest of them. Such a collection is referred to as a multi-
variate survival process. The aforementioned interaction is
achieved by enforcing the dependence of the i process’
hazard rate hi (t| R = 1,H;) on the history H; of all pro-
cesses up until time ¢, which includes the timings of ob-
served events of all processes in the collection. Note that the
constituent processes are conditionally independent given
‘H:. This means that the joint distribution of all observed
times from all processes of an N-variate survival process
would consist of factors of the form p¢ (¢, 6% | Hy:) for
ie{1,2,...,N}

Anytime Prediction Learning

In this work, we are interested in predicting whether a
process event will be encountered in a forecast window
(te,te + At] for t. € [to,trc) and At € (0,trc — t
and where trc > %, is a fixed right-censoring time, given
that no such process event has been observed by time t..
One obvious approach towards this is to estimate the var-
ious event time distributions by maximizing the likelihood
function based off p (¢, & | H;) in (6) and then employ these
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estimates to predict the occurrence of process events via the
prediction probability pp(t., At) of (9). We will refer to this
approach as generative learning, since, as a byproduct, it
estimates distributions of event times, which would allow
one to fully simulate the underlying multi-variate process.
This estimation approach works well, when training data
are in abundance. In contrast, when training data are scarce,
predictive or discriminative learning can be more effective;
for example, see (Zhang, Aravamudan, and Anagnostopou-
los 2022) in the context of event counts of marked Hawkes
processes. In this work, we put forward such an approach,
which employs an upper bound of the generative likelihood
function — based on pi(t, § | H¢) — as its objective function
and consists of factors of the form:

2 pG(t75 | Ht)

[Se(t | He)]° o [he(t | He)]® [Se(t | He)] ™%

19)

pD(t, 9 ‘ Hf)

Vis-a-vis learning using the pg(t, ¢ | H;) factor, we see that
pp(t, 9 | H:) emphasizes the effect of process events that are
observed late, i.e., that are close to the right-censoring time.

We motivate the choice of (19) as follows. First, let us as-
sume a fixed right-censoring time tgc > t,. If we define the
RV L £ [t. < T, < t. + At] taking on values £ € {0, 1},
a straightforward path towards predictive learning would be
to employ a likelihood consisting of factors of the form

P{L = €| t., At} = pp(te, At)* [1 — pp(te, At)] ™
(20)

for some fixed t. and At. In an effort to render the predic-
tive learning applicable to arbitrary pairs of (t., At), i.e., in
order to achieve anytime predictions, one could attempt to
derive a lower bound for the expression in (20), whose max-
imization can be performed independently of (¢., At). Thus,
estimating parameters by maximizing this lower bound will
also force an increase of the P{L = /¢ |t., At} likelihood
factor. Since £ = [[t, < t. <t.+ At],1 = =[t. + At <
tre < te],thenl — £ = [t.+ At < t.] = [tc + At < t. <
trc] 4+ (1 — 9) and from (20) we get that

P{L = € |te, At} = [pp(te, Ap)jlte<te=tetad.,

[1 = pp(te, Ap) et atstesinel i ppi, A0
(21)

Since [te < te < te4+ Al + [te + At < t. <
trc] = 9, the first two factors can be lower-bounded by
min{pp(t., At), 1 — pp(te, At)}%, which yields

P{L = €| t., At} > min{pp(tc, At), 1 — pp(tc, At)}’-
- [1— pp(te, A1) (22)

From (9), one can see that, for fixed ¢., pp(t., At) is an in-
creasing function of At. Hence, if we choose At =~ 0, from
(10) we obtain that pp(te, At) = he(t. | Hi) At, where
we ignored o(At) terms. This results in the first term of
(22) to be approximately lower-bounded by h.(t. | H;, ) At.
Hence, (22) becomes

B{L = €] te, At} Z [he(te | Hi) A [1 = pp(te, AD)]'?
(23)



The first term, corresponding to & 1, can be lower-
bounded by minimizing h.(t.|H:, ) over t. € [to,te),
which can prove to be difficult, as it is specific to the
process’ hazard function and how this process is affected
by the events of the remaining processes in the ensemble.
Nevertheless, asymptotically, h(t. | H¢.) has to be a non-
increasing function of ¢, since it is an integrable function.
Therefore, we will assume that

he(tc | Htc) ~ te

inf
te€lto,te)
which will likely hold for ¢, > ¢,. For the second factor of
(22), which corresponds to 6 = 0, we can lower-bound it by
minimizing it first over A € (0,tgc — t.] and, next, over
tc € [to, tre) as follows
inf inf

1-— te, At)] =
tc€lto,trc) AtE(0,tRc—tc] [ pp( )]

i Seltre|Hi) o infeepy ine) Seltre | Hee) _
te€ltostra) Selte | He,) — SUDy. ¢ [t tne) Se(te | He.)

= Se(trc | Hipe) (25)

since one can show that, for fixed ¢, S, (¢ | H¢) is a non-
increasing function of ¢ and S (¢ | H;) is a non-increasing
function of ¢. Consolidating the findings of (24) and (25)
into (23) yields

P{L = [ te, At} Z [he(t | He,) A [Se(t | Ho)]
(26)
which inspire us to use the factor pp (¢, 6 | H) of (19) in lieu

of pc(t,d | Ht) in the formulation of our predictive objec-
tive function.

arg (24)

Novel Formulation

In this section we introduce our novel modeling framework
for anytime prediction of user engagement in information
cascades for arbitrary observation periods and forecast hori-
zons, which we call Discriminative probabalistic ANyTime
user Engagement prediction (DANTE)'.

We assume an information network of N > 1 users that
mutually interact by posting, reacting to and (re)sharing con-
tent. We model such dynamic behavior as a right-censored
multi-variate survival population with split populations —
one process per user. The first time a user interacts with
their social peers regarding a specific piece of content (e.g.,
a meme, a piece of news, opinion on a particular subject,
etc.) is deemed as the user’s/process’ engagement event. For
a given content, the collection of all such engagement events
will constitute an information cascade that will be of inter-
est to us and, hence, a realization of the multi-variate pro-
cess. The timing of the first event, which introduces such
content and, hence, initiates a cascade, is deemed to be the
common start time ¢, of the multi-variate survival process.
Furthermore, we will assume a right-censoring time trc that
is common to all constituent processes.

By adopting the aforementioned multi-variate process, we
make the following tacit assumptions: (i) each observed in-
formation cascade is an i.i.d. realization of the multi-variate

"Python 3.9.12 code for DANTE can be found at https://github.
com/aaravamudan2014/DANTE
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Kernel type Memory Kernel ¢(t)
Constant 1
Power-law @
Unit scale Weibull A

Table 1: Memory kernel choices and their associated inte-
grated memory kernels that will be used to define the re-
lationship between historic events to the process. Note that
the constants 5 > 0 and v > 0 in the Power-law kernel
and Weibull kernels respectively are determined via hyper-
parameter search.

process, (ii) users may or may not engage an information
cascade depending on their susceptibility of doing so, (iii)
if a user is susceptible, then the timing of her engagement
may be influenced by past observed engagements of other
network users, (iv) all users’ behaviors are right-censored at
a fixed time trc.

In particular, for DANTE, the i user’s susceptibility of
engaging an information cascade may be modeled via a
common/global susceptibility probability 7 or, when user
features (such as user embedding vectors) x' € RP are
available for the 7" user, via a common/global susceptibil-
ity probability of the form

1

27)
where X! £ [(x))T  1]7 and w € RP*1 is a weight vector
of parameters that is common to all users and that needs to
be inferred.

Furthermore, DANTE assumes that users, which have al-
ready engaged a given information cascade, compete for
causing the remaining users to engage as well. In particular,
for the 7™ user that has not engaged yet by time ¢, DANTE
assumes a hazard rate given by

hi(t| R=1,M;) =Y aijo(t — (t —to))

j:tiE’Ht

(28)

where {ai}j}szl is a set of non-negative parameters to
be learned and which quantify the strength of causal influ-
ence that user j exerts on user ¢. Additionally, ¢(-) is a non-
negative function called a memory kernel, which is common
to all users and that is to be chosen by the modeler. The
memory kernel specifies how user-to-user influence evolves
over time. Table 1 contains some popular memory kernels
that we experimented with in this work. Note that we as-
sume that ¢(7) = 0 for 7 < 0. Finally, we point out
that DANTE’s modeling assumptions coincide with the ones
of NETRATE (Rodriguez, Balduzzi, and Scholkopf 2011),
when 7 (x*, w) = 1 for all users i.

DANTE’s Training

Assume a set C of |C| i.i.d. realizations (information cas-
cades) of the right-censored split-population multivariate
survival process, which we have focused on so far. The cth

cascade consists of observed pairs {(t"¢,5%¢)} Y |, where



th¢ = &, when 6%¢ = 1, and t"° = t§, when ¢ = 0.
DANTE’s penalized negative log-likelihood is based off (19)
and, finally, reads as

N
E(A,w) £ ) E'(a’, W) (29)
i=1
where
Eia, %) 2 -} [5 In hi (t;»c | ’Hti,c> +
c=1
+(1 = 6" In Sy (the | Hag )] +v 2’|, (B0)

and A € Rf XN is the matrix that contains all a; ;’s, a’
is A’s i row, while h' (¢ | H;) and Si(¢ | H.) are the split
population hazard rate and survival function respectively of
the i process, both of which depend on a’ € Rf and w €

RP+1 Finally, v > 0 is a penalty parameter that is common
to all constituent processes.

The minimization of the loss function in (29) can be
viewed as a multi-task problem, since all constituent pro-
cess share the weight vector w. In order to solve this min-
imization problem (for a fixed value of v), DANTE em-
ploys a consensus Alternative Direction Method of Mul-
tipliers (ADMM) procedure (Boyd et al. 2011). Note that
the ADMM algorithm’s user/process sub-problems are min-
imized via a projected (onto the positive orthant) gradient
descent with backtracking to guarantee the non-negativity of
a;,; and obtain effective learning rate values during training.

DANTE was trained for at least 100 ADMM iterations
and the best model was selected based on the mean SLE
performance on the validation set. It was trained on an AMD
Ryzen Threadripper 3970X 32-Core Processor and was par-
allelized using the Dask library 2.

Data Description

For showing the merits of our model, we chose real world
social media datasets for whom there is a neat interpreta-
tion of user engagement. Some of the datasets are accompa-
nied with a user network as well. Since we tackle the task of
user engagement prediction, we only consider the first oc-
currence of each user in the information cascade. For the
datasets that provide the friendship network, we utilize the
graph embeddings as features that in turn influence the sus-
ceptibilty probability in (27). For all the datasets, we use
relative times so that ¢, = 0.

Irvine is a social media dataset collected from an online
community of students from University of California, Irvine.
This dataset contains information about user’s activity on a
public forum and was originally collected by (Opsahl 2013).
It contains 893 users and 13,288 cascades. We do not con-
sider any user features for this model.

LastFm is a music streaming platform. This data was
originally collected in (Celma 2010) and contains the lis-
tening history for 1,000 users for 13,998 songs. An infor-
mation cascade in this context represents a single song that

*https://www.dask.org/
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propagates among the users. Much like (Yang et al. 2018)
we ignore users who listen to less than 5 songs. This dataset
also does not provide any user features.

Digg is a news aggregator that allows users to submit and
rate news articles and was obtained from (Hogg and Ler-
man 2012). An information cascade in this context reflects
an users engaging an individual news article. We only con-
sidered the most active 200 users and are provided with the
friendship network of the users. There are a total of 3,554
cascades.

Memes is a dataset generating out of meme-tracking ef-
forts done by (Leskovec, Backstrom, and Kleinberg 2009).
In this dataset, each several websites publish “memes”
which refer to content with similar context. So an informa-
tion cascade consists of multiple such websites (taking on
the role of users) publishing a particular piece of content.
Here, we also have the underlying network formed if there
is a hyper-link between websites. We only consider the top
200 popular websites in the dataset and this resulted in a to-
tal of 10,460 cascades.

Experiments and Evaluation

Predicting the Number of Engaged Users. Through the
prediction probability of (10), a trained DANTE model is
capable of predicting, whether a given, previously-inactive
user ¢ will engage an information cascade within a (¢, t. +
At] forecast window (the { L? = 1} event) based on how this
cascade has evolved over the interval [t,,t.]. Furthermore,
since the events of engaging a cascade (or not) are indepen-
dent, when conditioned on a cascade’s observed past, the
distribution of the total count M (¢, t. + At] of users engag-
ing the cascade during the forecast window can be computed
by convolving the distributions of the L*’s corresponding to
these users, where L ~ Bernoulli(pp(t., At)):

{P{M (t.,t. + At] = k}}fc\:)M[t"’t“] _

; 1

* (P{L' =4t At}},
it Hy,
where M |t,, t.] is the number of users that already engaged
the cascade during the [¢,, t.] time frame.

Comparative evaluation metric. In order to compare
DANTE’s predictive performance to competing methods,
we will employ the Squared Log Error (SLE) metric, as used
in (Yang et al. 2019) and (Cao et al. 2017), which, for a sin-
gle cascade, is defined as

3D

2

SLE = |Inml[to, to + At] — Inm[to, to + At]| (32)

where mlto, t. + At] is the actual number of users that have
engaged the cascade during the m|to, t.+ At] interval, while

lﬁ[to, t. + At] stands for the log-count of such users pre-
dicted by each model. In the case of DANTE, we used the
point estimate

Inmlto, te + At] = arg min E{(In Mto, te + At] — g)%} =
g

E{ln M[to,tc + A¢]} =

N—mlto,tc]

In(k + mlto, te]) P{M (te, tc + At] = k}  (33)
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Figure 2: SLE results for final size prediction with varying values of observation time ¢.

while, for competing models, which directly provide a point
estimate of the count m[to, t. + At], we used In(mto, t. +

At]) in place of lﬁ;@[to, t. + At] in (32).

Devising prediction intervals. Having generated the

count distribution, the prediction intervals (for some con-
fidence level o) can be generated via several parametric or
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Figure 3: A histogram of the susceptibility probability per
user appearing in information cascades for the LastFM
dataset. Note that this susceptibility probability leans to-
wards zero, hence motivating the use of split-population in
modeling.

non-parametric methods. We use exact binomial confidence
intervals (with a confidence level of 95%) to illustrate the
benefits of the model.

Experimental settings. For a given model, we chose
models for the memory kernel from a list of Power-law,
Weibull and constant models with their respective parame-
ters. We refer the reader to Table 1 for their expressions. The
memory kernel, in addition to the parameters for the consen-
sus ADMM algorithm comprise the hyper-parameters that
were validated on a hold-out set. We found the Power-law
kernel (where ¢(t) = [[tzt—ﬂﬂ for fixed 5 > 0) to be the most
effective choice.

Comparison Methods

We here list the models that we compare our proposed model
against. While there have been several works listed in realm
of popularity prediction for user-engagement, for compar-
ison, we broadly group them into two categories (i) Fea-
ture based macro-level methods (ii) User-level deep learn-
ing methods. Additionally, a major factor while deciding the
baseline methods was that works directly produced a count
and did not resort to any simulation based strategy to derive
these counts. Among these methods, we note that they ei-
ther produce counts for a fixed observation time ¢. or start
size (number of observed users) of the cascade and require
training a model per configuration of ¢, and At.
Features-linear and Features-deep: These are feature-
based methods simply aggregate temporal handcrafted fea-
tures (Cheng et al. 2014). This included the cumulative pop-
ularity up until ¢, the time between reshares for the first and
second half of the information cascade. Then, for each . and
At, we trained two regression models, namely a log-linear
regression model and a Multi-Layered Perceptron (MLP)
with 1 hidden layer. These models can be used to produce
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Figure 4: SLE values comparing the discriminative and gen-
erative models for final size prediction.

counts based on both observed time ¢. and start size of cas-
cade.

FOREST (Yang et al. 2019) is a multi-scale deep learn-
ing based diffusion prediction model that combines sequen-
tial user prediction with count prediction formulated with a
reinforcement learning objective. We were interested in this
model even though it was used to predict the timings and
identity of the next user because it additionally contained a
reinforcement learning objective to predict the size of the
cascade given the initial start size. We ran the model with-
out using an initial network embedding. FOREST requires
training per start size of the cascade.

CasFlow (Xu et al. 2021) is a state-of-the-art cascade pre-
diction framework that utilises the latent representation of
both the structural and temporal information to account for
non-linear information diffusion. The model takes in user
networks as input and predicts the incremental cascade size
after observing up to ¢.. CasFlow requires training a model
per observation time ¢, and prediction time interval At. We
made no changes to the code apart from the loss function of
the model from SLE of the incremental size of the cascade
to the SLE of the final size of the cascade (after t. + At).
For the datasets without any network information, we built
a network from the event sequences in the cascades.

Results and Discussion

First, we carried out experiments on synthetic data to show
that our predictive model can provide us more control over
prediction in various time intervals via additional hyper-
parameters if needed. Synthetic data was simulated for 100
users via Ogata’s thinning algorithm (Ogata 1981) for the
generative point process model. DANTE was then trained
on this data and was compared to the generative model for
varying t.. The results on synthetic data, found in Figure 4.
We notice that the discriminative model tends to perform
better in case of scarce training data and larger values of ..

The performance of our model in comparison with the
baselines for the task of final size prediction with vary-
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Figure 5: The Probability Mass Function (PMF) of the count
distribution of a cascade from the Digg dataset.

ing start sizes — number of observed events — and obser-
vation times ¢, can be found in Figure 1 and Figure 2 re-
spectively. Note that for a single dataset, we use the same
trained model for all the results presented here. In the case
of varying start sizes, DANTE outperforms other models for
the LastFM, Memes and Digg dataset with respect to the
median. However, it performs comparably when consider-
ing the mean. For varying ¢., DANTE is highly competitive
against Features-linear and Features-deep. Admittedly, Cas-
Flow consistently beats DANTE with respect to both median
and mean SLE. This, we attribute to the fact that CasFlow
is trained per t. and is optimized to directly minimize the
mean SLE. Note that our model can produce predictions in
scenarios for which there is no data samples, a feature that
does not extend to the other baselines. In order to predict in
a (te, t. + At) time interval, we do not require (for training)
any events that fall in this interval since we use a continuous
time point process model.

An added facet of this probabilistic model is that we can
generate count prediction intervals via the estimated PMF
of the predicted counts. Figure 5 shows an example of a
cascade from the Memes dataset. Figure 3 provides a moti-
vating example for adopting a split population formulation.
Note that most of the values of 7 are closer to zero, indicat-
ing that most of the users do not engage every cascade. This
probability leans closer to 1 for Digg and Memes, while it
is 0.57 for Irvine, reinforcing the benefits of this data driven
formulation.

Conclusions

In this work, we presented DANTE, a discriminative proba-
bilistic model for predicting user engagement in information
cascades. We adopted a split population formulation to ac-
count for users’ proclivities, or lack thereof, to engage in
an information cascade. Our point process based approach
renders an interpretable model that can produce predictions
for arbitrary observation period and prediction time inter-
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vals in a principled way. Additionally, such a perspective
helps to provide prediction count intervals, thereby incorpo-
rating uncertainty to the model output. Our results for any-
time user engagement prediction indicate promising perfor-
mance against existing state-of-art cascade size prediction
methods. Future works in anytime user engagement predic-
tion can seek to capture more complex behaviors by assum-
ing different functional, perhaps non-parametric, forms of
the hazard function.
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