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Abstract
Models notoriously suffer from dataset biases which are
detrimental to robustness and generalization. The identify-
emphasize paradigm shows a promising effect in dealing with
unknown biases. However, we find that it is still plagued
by two challenges: A, the quality of the identified bias-
conflicting samples is far from satisfactory; B, the emphasiz-
ing strategies just yield suboptimal performance. In this work,
for challenge A, we propose an effective bias-conflicting
scoring method to boost the identification accuracy with two
practical strategies — peer-picking and epoch-ensemble. For
challenge B, we point out that the gradient contribution statis-
tics can be a reliable indicator to inspect whether the op-
timization is dominated by bias-aligned samples. Then, we
propose gradient alignment, which employs gradient statis-
tics to balance the contributions of the mined bias-aligned and
bias-conflicting samples dynamically throughout the learn-
ing process, forcing models to leverage intrinsic features to
make fair decisions. Experiments are conducted on multi-
ple datasets in various settings, demonstrating that the pro-
posed solution can alleviate the impact of unknown biases
and achieve state-of-the-art performance.

1 Introduction
Deep Neural Networks (DNNs) have achieved significant
progress in various visual tasks. DNNs tend to learn in-
tended decision rules to accomplish target tasks commonly.
However, they may follow unintended decision rules based
on the easy-to-learn shortcuts to “achieve” target goals in
some scenarios (Bahng et al. 2020). For instance, when
training a model to classify digits on Colored MNIST (Kim
et al. 2019), in which the images of each class are mainly
dyed by one pre-defined color respectively (e.g., most ‘0’ are
red, ‘1’ are yellow), the intended decision rules classify im-
ages based on the shape of digits, while the unintended deci-
sion rules utilize color information instead. Following Nam
et al. (2020), sample x that can be “correctly” classified by
unintended decision rules is denoted as a bias-aligned sam-
ple x (e.g., red ‘0’) and vice versa a bias-conflicting sample
x (e.g., green ‘0’).

There are also many similar scenarios in real-world, e.g.,
an animal-centric image set may be biased by the habitats in
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Figure 1: (a) Effective bias-Conflicting Scoring helps iden-
tify real bias-conflicting samples in stage I. (b) Gradi-
ent Alignment balances contributions from the mined bias-
aligned and bias-conflicting samples throughout training,
enforcing models to focus on intrinsic features in stage II.

backgrounds, and a human-centric set can be biased by gen-
der or racial information. Models blinded by biased datasets
usually perform poorly in mismatched distribution (e.g., a
red ‘8’ may be incorrectly categorized as ‘0’). Worse still,
models with racial or gender bias, etc. can cause severe neg-
ative social impacts. Moreover, in most real-world problems,
the bias information (both bias type and precise labels of
bias attribute) is unknown, making debiasing more challeng-
ing. Therefore, combating unknown biases is urgently de-
manded when deploying AI systems in realistic applications.

One major issue that leads to biased models is that
the training objective (e.g., vanilla empirical risk mini-
mization) can be accomplished via only unintended deci-
sion rules (Sagawa et al. 2020b). Accordingly, some stud-
ies (Nam et al. 2020; Kim et al. 2021) try to identify and em-
phasize the bias-conflicting samples. Nevertheless, we find
that the low identification accuracy and the suboptimal em-
phasizing strategies impair the debiasing effect. In this work,
we build an enhanced two-stage debiasing scheme to com-
bat unknown dataset biases. In stage I, we present an Effec-
tive bias-Conflicting Scoring (ECS) function to mine bias-
conflicting samples. On top of the off-the-shelf method, we
propose a peer-picking mechanism to consciously pursue se-
riously biased auxiliary models and employ epoch-ensemble
to obtain more accurate and stable scores. In stage II, we
propose Gradient Alignment (GA), which balances the gra-
dient contributions across the mined bias-aligned and bias-
conflicting samples to prevent models from being biased.
The gradient information is served as an indicator to down-
weight (up-weight) the mined bias-aligned (bias-conflicting)
samples in order to achieve dynamic balance throughout op-
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timization. The effects of ECS and GA are illustrated in
Fig. 1. Compared to other debiasing techniques, the pro-
posed solution (i) does not rely on comprehensive bias anno-
tations or a pre-defined bias type; (ii) does not require disen-
tangled representations, which may fail in complex scenar-
ios where disentangled features are hard to extract; (iii) does
not introduce any data augmentations, avoiding additional
training complexity such as in generative models; (iv) does
not involve any modification of model architectures, mak-
ing it easy to be applied to other networks. (v) significantly
improves the debiasing performance.

The main contributions are: (i) To combat unknown
dataset biases, we present an enhanced two-stage ap-
proach (illustrated in Fig. 2). We propose an effective bias-
conflicting scoring algorithm equipped with peer-picking
and epoch-ensemble in stage I (Sec. 3.1), and gradient align-
ment in stage II (Sec. 3.2). (ii) Broad experiments on com-
monly used datasets are conducted to compare several debi-
asing methods in a fair manner (overall, we train more than
650 models), among which the proposed method achieves
state-of-the-art performance (Sec. 4.1 and Sec. 4.2). (iii) We
undertake comprehensive analysis of the efficacy of each
component, hyper-parameters, etc. (Sec. 4.3).

2 Related Work
Combating biases with known types and labels. Many de-
biasing approaches require explicit bias types and bias la-
bels for each training sample. A large group of strategies
aims at disentangling spurious and intrinsic features (Moyer
et al. 2018). For example, EnD (Tartaglione, Barbano, and
Grangetto 2021) designs regularizers to disentangle repre-
sentations with the same bias label and entangle features
with the same target label; BiasCon (Hong and Yang 2021)
pulls samples with the same target label but different bias
labels closer in the feature space based on contrastive learn-
ing; and some other studies learn disentangled representa-
tion by mutual information minimization (Zhu et al. 2021;
Kim et al. 2019; Ragonesi et al. 2021). Another classic ap-
proach is to reweigh/resample training samples based on
sample number or loss of different explicit groups (Li, Li,
and Vasconcelos 2018; Sagawa et al. 2020b; Li and Vascon-
celos 2019), or even to synthesize samples (Agarwal, Shetty,
and Fritz 2020). Besides, Sagawa et al. (2020a) and Goel
et al. (2021) intend to improve the worst-group performance
through group distributionally robust optimization (Goh and
Sim 2010) and Cycle-GAN (Zhu et al. 2017) based data aug-
mentation, respectively. Furthermore, IRM (Arjovsky et al.
2019) is designed to learn a representation that performs
well in all environments; domain-independent classifiers are
introduced by Wang et al. (2020) to accomplish target tasks
in each known bias situation.
Combating biases with known types. To alleviate expen-
sive bias annotation costs, some bias-tailored methods relax
the demands by requiring only the bias types (Geirhos et al.
2018). Bahng et al. (2020) elaborately design specific net-
works based on the bias types to obtain biased representa-
tions on purpose (e.g., using 2D CNNs to extract static bias
in action recognition). Then, the debiased representation is
learned by encouraging it to be independent of the biased

one. Wang et al. (2019) try to project the model’s repre-
sentation onto the subspace orthogonal to the texture-biased
representation. SoftCon (Hong and Yang 2021) serves as an
extension of BiasCon to handle the cases where only the
bias type is available. In addition, the ensemble approach
that consists of a bias-type customized biased model and a
debiased model is employed in natural language process-
ing as well (He, Zha, and Wang 2019; Clark, Yatskar, and
Zettlemoyer 2019; Cadene et al. 2019; Utama, Moosavi, and
Gurevych 2020a; Clark, Yatskar, and Zettlemoyer 2020).
Combating unknown biases. Despite the effectiveness of
the methodologies described above, the assumptions limit
their applications, as manually discovering bias types heav-
ily relies on experts’ knowledge and labeling bias attributes
for each training sample is even more laborious. As a result,
recent studies (Le Bras et al. 2020; Kim, Ghorbani, and Zou
2019; Hashimoto et al. 2018) try to obtain debiased models
with unknown biases, which are more realistic. Nam et al.
(2020) mine bias-conflicting samples with generalized cross
entropy (GCE) loss (Zhang and Sabuncu 2018) and empha-
size them using a designed weight assignment function. Kim
et al. (2021) further synthesize diverse bias-conflicting sam-
ples via feature-level data augmentation, whereas Kim, Lee,
and Choo (2021) directly generate them with SwapAE (Park
et al. 2020). RNF (Du et al. 2021) uses the neutralized rep-
resentations from samples with the same target label but dif-
ferent bias labels (generated by GCE-based biased models,
the version that accesses real bias labels is called RNF-GT)
to train the classification head alone. Besides GCE loss, fea-
ture clustering (Sohoni et al. 2020), early-stopping (Liu et al.
2021), forgettable examples (Yaghoobzadeh et al. 2021)
and limited network capacity (Sanh et al. 2020; Utama,
Moosavi, and Gurevych 2020b) are involved to identify
bias-conflicting samples. Furthermore, Creager, Jacobsen,
and Zemel (2021) and Lahoti et al. (2020) alternatively in-
fer dataset partitions and enhance domain-invariant feature
learning by min-max adversarial training. In addition to the
identify-emphasize paradigm, Pezeshki et al. (2020) intro-
duces a novel regularization method for decoupling feature
learning dynamics in order to improve model robustness.

3 Methodology
3.1 Effective Bias-Conflicting Scoring
Due to the explicit bias information is not available, we try
to describe how likely input x is a bias-conflicting sample
via the bias-conflicting (b-c) score: s(x, y) ∈ [0,1], y ∈
{1, 2, · · · , C} stands for the target label. A larger s(x, y) in-
dicates that x is harder to be recognized via unintended deci-
sion rules. As models are prone to fitting shortcuts, previous
studies (Kim, Lee, and Choo 2021; Liu et al. 2021) resort
model’s output probability on target class to define s(x, y)

as 1−p(y|ḟ(x)), where p(k|ḟ(x)) = eḟ(x)[k]∑C
k′=1

eḟ(x)[k′] , ḟ is an

auxiliary biased model and ḟ(x)[k] denotes the kth index of
logits ḟ(x). Despite this, over-parameterized networks tend
to “memorize” all samples, resulting in low scores for the
real bias-conflicting samples as well. To avoid it, we propose
the following two strategies. The whole scoring framework
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Figure 2: Our debiasing scheme. Stage I: training auxiliary biased models ḟ , f̈ with peer-picking and epoch-ensemble to score
the likelihood that a sample is bias-conflicting (Sec. 3.1). Stage II: learning debiased model f with gradient alignment (Sec. 3.2).
A dashed arrow starting from a sample cluster indicates that the model is updated with gradients from these samples.

Algorithm 1: Effective bias-Conflicting Scoring (ECS)

Input: D={(xi, yi)}Ni=1; initial models ḟ0,f̈0 and b-c
scores {si ← 0}Ni=1; loss function ℓ; threshold η.

1 for t = 0 to T − 1 do
2 B={(xj , yj)}Bj=1← Batch(D) // batch size B

3 {p(yj |ḟ t(xj))},{p(yj |f̈ t(xj))}←Forward(B,ḟ t, f̈ t) ;
4 l̇t ← 0; l̈t ← 0; // initialize loss
5 for j = 1 to B do
6 if p(yj |ḟ(xj))> η and p(yj |f̈(xj))> η then
7 l̇t += ℓ(ḟ t(xj), yj); l̈t += ℓ(f̈ t(xj), yj) ;
8 else if p(yj |ḟ(xj))> η and p(yj |f̈(xj))≤ η then
9 l̇t −= ℓ(ḟ t(xj), yj) ;

10 else if p(yj |ḟ(xj))≤ η and p(yj |f̈(xj))> η then
11 l̈t −= ℓ(f̈ t(xj), yj) ;
12 ḟ t+1 ← Update(ḟ t, l̇t

B
) ; f̈ t+1 ← Update(f̈ t, l̈t

B
) ;

13 if (t+ 1)%T ′ = 0 then
14 for i = 1 to N do
15 si += T ′

T
[1− p(yi|ḟt+1(xi))+p(yi|f̈t+1(xi))

2
]

Output: the estimated b-c scores {si}Ni=1.

is summarized in Alg. 1 (noting that the “for” loop is used
for better clarification, it can be avoided in practice).
Training auxiliary biased models with peer-picking. De-
liberately amplifying the auxiliary model’s bias seems to be
a promising strategy for better scoring (Nam et al. 2020),
as heavily biased models can assign high b-c scores to bias-
conflicting samples. We achieve this by confident-picking
— only picking samples with confident predictions (which
are more like bias-aligned samples) to update auxiliary mod-
els. Nonetheless, a few bias-conflicting samples can still be
overfitted and the memorization will be strengthened with
continuous training. Thus, with the assist of peer model, we
propose peer-picking, a co-training-like (Han et al. 2018)
paradigm, to train auxiliary biased models (more auxiliary
models can get slightly better results but raise costs).

Our method maintains two auxiliary biased models ḟ and
f̈ simultaneously (identical structure). Considering a train-
ing set D = {(xi, yi)}Ni=1 with B samples in each batch, with
a threshold η ∈ (0,1), each model divides samples into con-
fident and unconfident groups relying on the output prob-

abilities on target classes. Consequently, four clusters are
formed as shown in Fig. 2. For the red cluster (O1), since
two models are confident on them, it is reasonable to be-
lieve that they are indeed bias-aligned samples, therefore we
pick up them to update model via gradient descent as usual
(L7,12 of Alg.1). While the gray cluster (O2), on which both
two models are unconfident, will be discarded outright as
they might be bias-conflicting samples. The remaining pur-
ple clusters (O3 and O4) indicate that some samples may be
bias-conflicting, but they are memorized by one of auxiliary
models. Inspired by the work for handling noisy labels (Han
et al. 2020), we endeavor to force the corresponding model
to forget the memorized suspicious samples via gradient as-
cent (L9,11,12). We average the output results of the two
heavily biased models ḟ and f̈ to obtain b-c scores (L15).
Collecting results with epoch-ensemble. During the early
stage of training, b-c scores {si} (si:=s(xi, yi)) of real bias-
conflicting samples are usually higher than those of bias-
aligned ones, while the scores may be indistinguishable at
the end of training due to overfitting. Unfortunately, select-
ing an optimal moment for scoring is strenuous. To avoid
tedious hyper-parameter tuning, we collect results every T ′

iterations (typically every epoch in practice, i.e., T ′ = ⌊N
B ⌋)

and adopt the ensemble averages of multiple results as the
final b-c scores (L15). We find that the ensemble can alle-
viate the randomness of a specific checkpoint and achieve
superior results without using tricks like early-stopping.

3.2 Gradients Alignment
Then, we attempt to train the debiased model f . We fo-
cus on an important precondition of the presence of biased
models: the training objective can be achieved through un-
intended decision rules. To avoid it, one should develop a
new learning objective that cannot be accomplished by these
rules. The most straightforward inspiration is the use of plain
reweighting (Rew) to intentionally rebalance sample contri-
butions from different domains (Sagawa et al. 2020b):

RRew =

N∑
i=1

N

γ ·N · ℓ(f(x
i), yi) +

N∑
j=1

ℓ(f(xj), yj), (1)

where N and N are the number of bias-conflicting and
bias-aligned samples respectively, γ ∈ (0,∞) is a reserved
hyper-parameter to conveniently adjust the tendency: when

3563



γ→0, models intend to exploit bias-aligned samples more
and when γ→∞, the behavior is reversed. As depicted in
Fig. 3, assisted with reweighting, unbiased accuracy sky-
rockets in the beginning, indicating that the model tends to
learn intrinsic features in the first few epochs, while declines
gradually, manifesting that the model is biased progressively
(adjusting γ can not reverse the tendency).

The above results show that the static ratio between
N and N is not a good indicator to show how balanced
the training is, as the influence of samples can fluctu-
ate during training. Accordingly, we are inspired to di-
rectly choose gradient statistics as a metric to indicate
whether the training is overwhelmed by bias-aligned sam-
ples. Let us revisit the commonly used cross-entropy loss:
ℓ(f(x), y) = −

∑C
k=1 Ik=y log p(k|f(x)). For a sample,

the gradient on logits f(x) is given by ∇f(x)ℓ(f(x), y) =

[∂ℓ(f(x),y)∂f(x)[1] , ∂ℓ(f(x),y)
∂f(x)[2] , · · · , ∂ℓ(f(x),y)

∂f(x)[C] ]
T.We define the cur-

rent gradient contribution of sample x as g(x, y|f) =
||∇f(x)ℓ(f(x), y)||1, which can be efficiently calculated by∑C

k=1 |
∂ℓ(f(x),y)
∂f(x)[k] |=2|∂ℓ(f(x),y)∂f(x)[y] |=2− 2p(y|f(x)). Assuming

within the tth iteration (t ∈ [0, T -1]), the batch is composed
of Bt bias-aligned and B

t
bias-conflicting samples (B in

total, Bt ≫ B
t

under our concerned circumstance). The ac-
cumulated gradient contributions generated by bias-aligned
samples are denoted as gt =

∑Bt

i=1 g(x
i, yi|f t), similarly for

the contributions of bias-conflicting samples: gt.
We present the statistics of {gt}T−1

t=0 and {gt}T−1
t=0 when

learning with standard ERM (Vanilla), Eq. (1) (Rew) in
Fig. 4. For vanilla training, we find the gradient contri-
butions of bias-aligned samples overwhelm that of bias-
conflicting samples at the beginning, thus the model be-
comes biased towards spurious correlations rapidly. Even
though at the late stage, the gap in gradient contributions
shrinks, it is hard to rectify the already biased model. For
Rew, we find the contributions of bias-conflicting and bias-
aligned samples are relatively close at the beginning (com-
pared to those under Vanilla), thus both of them can be well
learned. Nonetheless, the bias-conflicting samples are mem-
orized soon due to their small quantity, and the gradient con-
tributions from the bias-conflicting samples become smaller
than that of the bias-aligned samples gradually, leading to
biased models step by step.

The above phenomena are well consistent with the accu-
racy curves in Fig. 3, indicating that the gradient statistics
can be a useful “barometer” to reflect the optimization pro-
cess. Therefore, the core idea of gradient alignment is to re-
balance bias-aligned and bias-conflicting samples according
to their currently produced gradient contributions. Within
the tth iteration, We define the contribution ratio rt as:

rt =
gt

γ · gt =

∑B
t

j=1[1− p(yj |f t(xj))]

γ ·
∑Bt

i=1[1− p(yi|f t(xi))]
, (2)

where γ plays a similar role as in Rew. Then, with rt, we
rescale the gradient contributions derived from bias-aligned
samples to achieve alignment with that from bias-conflicting
ones, which can be simply implemented by reweighting the

0 50 100 150 200
epoch

50

60

70

80

90

U
nb

ia
se

d 
A

cc
ur

ac
y Vanilla

Rew ( = 0.5)
Rew ( = 1.0)
Rew ( = 1.5)
Rew ( = 2.0)
GA ( = 1.5)

Figure 3: Unbiased accuracy (%) on Colored MNIST.

0 5000 10000 15000 20000 25000 30000
iteration

0

1
bias-conflicting bias-aligned

34500 35000 35500 36000 36500 370000
5

1e 5

0 5000 10000 15000 20000 25000 30000
iteration

0.0

0.5

1.0

34500 35000 35500 36000 36500 370000.00
0.01

0 5000 10000 15000 20000 25000 30000
iteration

0.0

0.5

1.0

34500 35000 35500 36000 36500 370000
5

1e 6

Figure 4: Statistics of {gt}T−1
t=0 and {gt}T−1

t=0 . Vanilla (top),
Rew (middle), GA (bottom). Results in the late stage are
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learning objective for the tth iteration:

Rt
GA =

Bt∑
i=1

rt · ℓ(f t(xi), yi) +

B
t∑

j=1

ℓ(f t(xj), yj), (3)

i.e., the modulation weight is adaptively calibrated in each
iteration. As shown in Eq. (2) and (3), GA only needs neg-
ligible computational extra cost (1× forward and backward
as usual, only increases the cost of computing rt). As shown
in Fig. 4, GA can dynamically balance the contributions
throughout the whole training process. Correspondingly, it
obtains optimal and stable predictions as demonstrated in
Fig. 3 and multiple other challenging datasets in Sec. 4. Not-
ing that as bias-conflicting samples are exceedingly scarce,
it is unrealistic to ensure that every class can be sampled in
one batch, thus all classes share the same ratio in our design.

To handle unknown biases, we simply utilize the esti-
mated b-c score {si}Ni=1 and a threshold τ to assign input
x as bias-conflicting (s(x, y) ≥ τ ) or bias-aligned (s(x, y)
<τ ) here. For clarity, GA with the pseudo annotations (bias-
conflicting or bias-aligned) produced by ECS will be de-
noted as ‘ECS+GA’ (similarly, ‘ECS+△’ represents com-
bining ECS with method △).

4 Experiments
4.1 Experimental Settings
Datasets. We mainly conduct experiments on five bench-
mark datasets. For Colored MNIST (C-MNIST), the task is
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Colored MNIST Corrupted CIFAR101 Corrupted CIFAR102 B-Birds B-CelebA
ρ 95% 98% 99% 99.5% 95% 98% 99% 99.5% 95% 98% 99% 99.5% 95% 99%

Vanilla 85.7 73.6 60.7 45.4 44.9 30.4 22.4 17.9 42.7 27.2 20.6 17.4 77.1 77.4
Focal 86.7 75.8 62.4 45.9 45.5 30.7 22.9 17.8 41.9 26.9 21.0 17.0 78.6 78.1
GEORGE 87.0 76.2 62.4 46.4 44.6 29.5 21.8 17.9 44.2 27.3 20.7 17.7 79.3 78.2
LfF 88.2 86.7 80.3 73.2 59.6 50.4 42.9 34.6 58.5 49.0 42.2 33.4 80.4 84.4
DFA 89.8 86.9 81.8 74.1 58.2 50.0 41.8 35.6 58.6 48.7 41.5 35.2 79.5 84.3
SD 86.7 73.9 59.7 42.4 43.1 28.6 21.6 17.7 41.4 27.0 20.0 17.5 76.8 77.8
ECS+Rew 91.8 88.6 84.2 78.9 58.5 47.5 38.6 33.4 61.4 53.2 47.4 40.3 82.7 88.3
ECS+ERew 91.0 87.5 81.4 71.3 59.8 47.9 38.5 30.2 62.2 51.1 41.4 25.9 84.9 80.5
ECS+PoE 80.2 75.4 64.4 50.0 54.4 48.7 45.6 42.7 47.9 40.3 36.8 42.4 85.8 81.1
ECS+GA 92.1 89.5 86.4 79.9 61.0 51.7 42.6 35.0 64.1 57.0 50.0 41.8 86.1 89.5

†REBIAS 85.5 74.0 61.1 44.5 44.8 29.9 22.4 17.7 41.5 27.0 20.6 17.9 77.5 78.1
†Rew 91.5 87.9 83.8 77.6 59.1 48.9 40.4 33.4 61.1 53.1 46.9 41.2 86.0 90.7
†RNF-GT 84.3 75.9 66.3 59.1 52.1 39.1 30.6 22.2 50.3 34.9 27.9 19.8 81.2 85.1
†BiasCon 90.9 86.7 83.0 79.0 59.0 48.6 39.0 32.4 60.0 49.9 43.0 37.4 84.1 90.4
†GA 92.4 89.1 85.7 80.4 61.5 52.9 43.5 33.9 64.5 56.9 51.1 43.6 87.9 92.3

Table 1: Overall unbiased accuracy (%) over three runs. Best results with unknown biases are shown in bold. † indicates that
the method requires prior knowledge regarding bias.

to recognize digits (0-9), in which the images of each tar-
get class are dyed by the corresponding color with prob-
ability ρ ∈ {95%, 98%, 99%, 99.5%} and by other col-
ors with probability 1 − ρ (a higher ρ indicates more se-
vere biases). Similarly, for Corrupted CIFAR10, each ob-
ject class in it holds a spurious correlation with a corrup-
tion type. Two sets of corruption protocols are utilized, lead-
ing to two biased datasets (Nam et al. 2020): Corrupted
CIFAR101 and CIFAR102 (C-CIFAR101, C-CIFAR102)
with ρ ∈ {95%, 98%, 99%, 99.5%}. In Biased Waterbirds
(B-Birds), “waterbirds” and “landbirds” are highly corre-
lated with “wet” and “dry” habitats (95% bias-aligned sam-
ples, i.e., ρ=95%). Consequently, the task aiming to distin-
guish images as “waterbird” or “landbird” can be influenced
by background. To focus on the debiasing problem, we bal-
ance the number of images per class. In Biased CelebA
(B-CelebA), blond hair is predominantly found on women,
whereas non-blond hair mostly appears on men (ρ=99%).
When the goal is to classify the hair color as “blond” or
“non-blond”, the information of gender (“male” or “female”
in this dataset) can be served as a shortcut (Nam et al. 2020).
Compared methods. We choose various methods for com-
parison: standard ERM (Vanilla), Focal loss (Lin et al.
2017), plain reweighting (Sagawa et al. 2020b) (Rew,
ECS+Rew), REBIAS (Bahng et al. 2020), BiasCon (Hong
and Yang 2021), RNF-GT (Du et al. 2021), GEORGE (So-
honi et al. 2020), LfF (Nam et al. 2020), DFA (Kim et al.
2021), SD (Pezeshki et al. 2020), ERew (Clark, Yatskar,
and Zettlemoyer 2019) and PoE (Clark, Yatskar, and Zettle-
moyer 2019) (ECS+ERew, ECS+PoE)1. Among them, RE-
BIAS requires bias types; Rew, BiasCon, RNF-GT, and GA
are performed with real conflicting/aligned annotations.
Evaluation metrics. We mainly report the overall unbiased
accuracy, alongside the fairness performance in terms of DP

1As the auxiliary biased models used in ERew and PoE are de-
signed for NLP tasks, here, we combine our ECS with them.

and EqOdd (Reddy et al. 2021).
Implementation. The studies for the previous debiasing ap-
proaches are usually conducted with varying network archi-
tectures and training schedules. We run the representative
methods with identical configurations to make fair compar-
isons. We use an MLP with three hidden layers (each hidden
layer comprises 100 hidden units) for C-MNIST, except for
the biased models in REBIAS (using CNN). ResNet-20 (He
et al. 2016) is employed for C-CIFAR101 and C-CIFAR102.
ResNet-18 is utilized for B-Birds and B-CelebA.

4.2 Main Results
The proposed method achieves better performance than
others. The overall unbiased accuracy is reported in Tab. 1.
Vanilla models commonly fail to produce acceptable re-
sults on unbiased test sets, and the phenomenon is aggra-
vated as ρ goes larger. Different debiasing methods mod-
erate bias propagation with varying degrees of capability.
When compared to other SOTA methods, the proposed ap-
proach achieves competitive results on C-CIFAR101 and no-
ticeable improvements on other datasets across most values
of ρ. For instance, the vanilla model trained on C-CIFAR102
(ρ=99%) only achieves 20.6% unbiased accuracy, indicat-
ing that the model is heavily biased. While, ECS+GA leads
to 50.0% accuracy, and exceeds other prevailing debiasing
methods by 3%-30%. When applied to the real-world dataset
B-CelebA, the proposed scheme also shows superior results,
demonstrating that it can effectively deal with subtle actual
biases. Though the main purpose of this work is to com-
bat unknown biases, we find GA also achieves better perfor-
mance compared to the corresponding competitors when the
prior information is available.
Plain reweighting is an important baseline. We find Rew
(and ECS+Rew) can achieve surprising results compared
with recent SOTA methods, while it is overlooked by some
studies. The results also indicate that explicitly balancing the
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Colored MNIST Corrupted CIFAR-101 Corrupted CIFAR-102 Biased Waterbirds Biased CelebA
best ↑ last ↑ ∆ ↓ best ↑ last ↑ ∆ ↓ best ↑ last ↑ ∆ ↓ best ↑ last ↑ ∆ ↓ best ↑ last ↑ ∆ ↓

LfF 86.7 75.1 11.6 50.4 49.4 1.0 49.0 47.3 1.7 80.4 76.9 3.5 84.4 61.0 23.4
DFA 86.9 81.2 5.8 50.0 47.9 2.1 48.7 46.0 2.7 79.5 74.5 5.0 84.3 73.2 11.0
ECS+Rew 88.6 79.6 9.0 47.5 42.6 5.0 53.2 48.8 4.4 82.7 77.2 5.5 88.3 80.5 7.8
ECS+GA 89.5 88.9 0.6 51.7 50.8 0.9 57.0 55.4 1.6 86.1 85.5 0.6 89.5 87.4 2.1

†Rew 87.9 79.2 8.7 48.9 45.3 3.6 53.1 47.5 5.6 86.0 78.8 7.3 90.7 82.8 7.8
†BiasCon 86.7 79.4 7.3 48.6 40.9 7.7 49.9 42.0 7.9 84.1 78.5 5.7 90.4 75.2 15.2
†GA 89.1 88.6 0.4 52.9 49.9 2.9 56.9 55.8 1.1 87.9 87.7 0.2 92.3 91.8 0.4

Table 2: Overall accuracy of the best epoch, the last epoch, and their difference (%). Results on Colored MNIST and Corrupted
CIFAR-10 are under ρ = 98%.

contributions is extremely important and effective.
Early-stopping is not necessary for GA to select mod-
els. Plain reweighting requires strong regularizations such
as early-stopping to produce satisfactory results (Byrd and
Lipton 2019; Sagawa et al. 2020a), implying that the results
are not stable. Due to the nature of combating unknown bi-
ases, the unbiased validation set is not available, thus recent
studies choose to report the best results among epochs (Nam
et al. 2020; Kim et al. 2021) for convenient comparison. We
follow this evaluation protocol in Tab. 1. However, in the
absence of prior knowledge, deciding when to stop can be
troublesome, thus some results in Tab. 1 are excessively op-
timistic. We claim that if the network can attain dynamic
balance throughout the training phase, such early-stopping
may not be necessary. We further provide the last epoch re-
sults in Tab. 2 to validate it. We find that some methods suf-
fer from serious performance degradation. On the contrary,
GA achieves steady results (with the same and fair training
configurations). In other words, our method shows superior-
ity under two model selection strategies simultaneously.
The proposed method has strong performance on fair-
ness metrics as well. As shown in Tab. 3, our method also
obtains significant improvement in terms of DP and EqOdd.
These results further demonstrate that the proposed method
is capable of balancing bias-aligned and bias-conflicting
samples, as well as producing superior and impartial results.

4.3 Analysis and Discussion
ECS shows superior ability to mine bias-conflicting sam-
ples. We separately verify the effectiveness of each com-
ponent of ECS on C-MNIST (ρ=98%) and B-CelebA. A
good bias-conflicting scoring method should prompt supe-
rior precision-recall curves for the mined bias-conflicting
samples, i.e., give real bias-conflicting (aligned) samples
high (low) scores. Therefore, we provide the average pre-
cision (AP) in Tab. 4. When comparing #0, #4, #5, and
#6, we observe that epoch-ensemble, confident-picking and
peer model all can improve the scoring method. In addi-
tion, as shown in Tab. 1, ECS+GA achieves results similar
to GA with the help of ECS; ERew, PoE, and Rew combined
with ECS also successfully alleviate biases to some extent,
demonstrating that the proposed ECS is feasible, robust, and
can be adopted in a variety of debiasing approaches.

We further compare the methods: #1 collecting results

DP ↑ EqOdd ↑
Vanilla 0.57 0.57
LfF 0.63 0.61
DFA 0.55 0.55
ECS+Rew 0.61 0.60
ECS+GA 0.99 0.99

DP ↑ EqOdd ↑
Vanilla 0.43 0.43
LfF 0.80 0.76
DFA 0.69 0.76
ECS+Rew 0.59 0.68
ECS+GA 0.73 0.91

Table 3: Performance in terms of DP and EqOdd on Biased
Waterbirds (left) and Biased CelebA (right).

with early-stopping in JTT (Liu et al. 2021), #2 training aux-
iliary biased model with GCE loss (and #3 collecting results
with epoch-ensemble on top of it). When comparing #1 and
#4, both early-stopping and epoch-ensemble can reduce the
overfitting to bias-conflicting samples when training biased
models, yielding more accurate scoring results. However,
early-stopping is laborious to tune (Liu et al. 2021), whereas
epoch-ensemble is more straightforward and robust. From
#2 and #3, we see that epoch-ensemble can also enhance
other strategies. Comparing #3 and #5, GCE loss is help-
ful, while confident-picking gains better results. Noting that
though co-training with peer model raises some costs, it is
not computationally complex and can yield significant ben-
efits (#6), and even without peer model, #5 still outperform
previous ways. Peer models are expected to better prevent
bias-conflicting samples from affecting the training, so we
can get better auxiliary biased models. Though the only dif-
ference between peer models is initialization in our experi-
ments, as DNNs are highly nonconvex, different initializa-
tions can lead to different local optimal (Han et al. 2018).
Why does GA outperform counterparts? Focal loss, LfF,
DFA, and ERew just reweight a sample with the infor-
mation from itself (individual information), different from
them, GA, as well as Rew, use global information within
one batch to obtain modulation weight. Correspondingly,
the methods based on individual sample information can
not maintain the contribution balance between bias-aligned
and bias-conflicting samples, which is crucial for this prob-
lem as presented in Sec. 4.2. Different from the static rebal-
ance method Rew, we propose a dynamic rebalance training
strategy with aligned gradient contributions throughout the
learning process, which enforces models to dive into intrin-
sic features instead of spurious correlations. Learning with
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Epoch- Confident- Peer
Ensemble Picking Model C-MNIST B-CelebA

#0 VM 27.0 13.3
#1 ES 45.6 47.9
#2 GCE 37.0 27.8
#3 GCE + EE ✓ 89.3 52.1

#4 ECS ✓ 53.8 46.5
#5 ECS ✓ ✓ 95.0 61.5
#6 ECS ✓ ✓ ✓ 98.8 67.6

Table 4: Average Precision (%) of the mined bias-conflicting
samples. VM represents scoring with vanilla model.

w.r.t. left color bias a a c c
Avg.w.r.t. right color bias a c a c

LfF§ 99.6 4.7 98.6 5.1 52.0
PGI§ 98.6 82.6 26.6 9.5 54.3
EIIL§ 100.0 97.2 70.8 10.9 69.7
DebiAN§ 100.0 95.6 76.5 16.0 72.0

ECS+GA 100.0 89.7 96.1 24.3 77.5

Table 5: Accuracies (%) on four test groups of Multi-
Color MNIST. §states the reported results from DebiAN. a:
aligned; c: conflicting.

GA, as demonstrated in Fig. 3 and Tab. 2, produces im-
proved results with no degradation. The impact of GA on
the learning trajectory presented in Fig. 4 also shows that
GA can schedule the optimization processes and take full
advantage of the potential of different samples. Moreover,
unlike the methods for class imbalance (Cui et al. 2019; Tan
et al. 2021; Zhao et al. 2020), we try to rebalance the contri-
butions of implicit groups rather than explicit categories.
The method can manage multiple biases. Most debiasing
studies (Nam et al. 2020; Kim et al. 2021) only discussed
single bias. However, there may be multiple biases, which
are more difficult to analyze. To study the multiple biases,
we adopt the Multi-Color MNIST dataset (Li, Hoogs, and
Xu 2022) which holds two bias attributes: left color (ρ=99%)
and right color (ρ=95%). In such training sets, though it
seems more intricate to group a sample as bias-aligned or
bias-conflicting (as a sample can be aligned or conflicting
w.r.t. left color bias or right color bias separately), we still
simply train debiased models with GA based on the b-c
scores obtained via ECS. We evaluate ECS+GA on four test
groups separately and present them in Tab. 5. We find the
proposed method also can manage the multi-bias situation.
The introduced hyper-parameters are principled and
insensitive. Though the hyper-parameters are critical for
methods aimed at combating unknown biases, recent stud-
ies did not include an analysis for them. Here, we present
the ablation studies on C-MNIST (ρ=98%) for the hyper-
parameters (η, τ , γ) in our method as shown in Fig. 5. We
find that the method performs well under a wide range of
hyper-parameters. The determination of η is related to the
number of categories and the difficulty of tasks, e.g., 0.5
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Figure 6: Activation maps on Waterbirds and CelebA.

for C-MNIST, 0.1 for C-CIFAR101 and C-CIFAR102 (10-
class classification tasks), 0.9 for B-Birds and B-CelebA (2-
class) here. To ensure the precision first, τ is typically set
to 0.8 for all experiments. For the balance ratio γ, though
the results are reported with γ = 1.6 for all settings on C-
MNIST, C-CIFAR101 and C-CIFAR102, 1.0 for B-Birds
and B-CelebA, the proposed method is not sensitive to γ
∈ [1.0, 2.0], which is reasonable as γ in such region makes
the contributions from bias-conflicting samples close to that
from bias-aligned samples.
The proposed method makes decisions based on intrinsic
features. We visualize the activation maps via CAM (Zhou
et al. 2016) in Fig. 6. Vanilla models usually activate regions
related to biases when making predictions, e.g., the back-
ground in B-Birds, the gender characteristics (faces, beards)
in B-CelebA. LfF can focus attention on key areas in some
situations, but there are still some deviations. Meanwhile,
the proposed ECS+GA mostly utilizes compact essential
features to make decisions.

5 Conclusions

Biased models can cause poor out-of-distribution perfor-
mance and even negative social impacts. In this paper, we
focus on combating unknown biases which is urgently re-
quired in realistic applications, and propose an enhanced
two-stage debiasing method. In the first stage, an effective
bias-conflicting scoring approach containing peer-picking
and epoch-ensemble is proposed. Then we derive a new
learning objective with the idea of gradient alignment in the
second stage, which dynamically balances the gradient con-
tributions from the mined bias-conflicting and bias-aligned
samples throughout the learning process. Extensive exper-
iments on synthetic and real-world datasets reveal that the
proposed solution outperforms previous methods.
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