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Abstract

Skeletal motions have been heavily relied upon for human
activity recognition (HAR). Recently, a universal vulnerabil-
ity of skeleton-based HAR has been identified across a vari-
ety of classifiers and data, calling for mitigation. To this end,
we propose the first black-box defense method for skeleton-
based HAR to our best knowledge. Our method is featured
by full Bayesian treatments of the clean data, the adversaries
and the classifier, leading to (1) a new Bayesian Energy-based
formulation of robust discriminative classifiers, (2) a new ad-
versary sampling scheme based on natural motion manifolds,
and (3) a new post-train Bayesian strategy for black-box de-
fense. We name our framework Bayesian Energy-based Ad-
versarial Training or BEAT. BEAT is straightforward but el-
egant, which turns vulnerable black-box classifiers into ro-
bust ones without sacrificing accuracy. It demonstrates sur-
prising and universal effectiveness across a wide range of
skeletal HAR classifiers and datasets, under various attacks.
Appendix and code are available.

Introduction

Classification is a fundamental task where deep learn-
ing has achieved the state-of-the-art performance. How-
ever, deep learning models are vulnerable to strategically
computed perturbations on the inputs, a.k.a. adversarial at-
tack (Chakraborty et al. 2018). The universality of the vul-
nerability has caused alarming concerns because the per-
turbations are imperceptible to humans but destructive to
machine intelligence. Subsequently, defense methods have
emerged as a new field recently (Chakraborty et al. 2018)
most of which are focused on static data (Akhtar et al. 2021).
More recently, adversarial attack has started to appear on
time-series data (Karim, Majumdar, and Darabi 2020; Wei
et al. 2019; Liu, Akhtar, and Mian 2020), but the corre-
sponding defense research has been largely unexplored, es-
pecially for skeleton-based HAR, an important time-series
data where a universal vulnerability has been recently iden-
tified (Wang et al. 2021a; Diao et al. 2021), urgently calling
for mitigation. To this end, we fill this gap by proposing a
new defense framework based on adversarial training (AT).
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Defense on HAR presents several challenges. First, while
most AT methods seek to resist attacks from the most ag-
gressive adversarial sample (Silva and Najafirad 2020), the
whole adversarial distribution should be considered (Ye and
Zhu 2018; Dong et al. 2020). But this has been mainly done
on images assuming a simple structure of the adversarial
distribution (e.g. Gaussian). How to model the adversarial
distribution of skeletal motions has not been explored. Fur-
ther, adversarial samples are near or on the data manifold
constrained by the motion dynamics (Wang et al. 2021a;
Diao et al. 2021) which is different different from other
time-series data, e.g. videos. Naive adaptation of existing AT
methods (Madry et al. 2018; Wang et al. 2020; Zhang et al.
2019b), e.g. image-based, leads to crude approximation of
this manifold, resulting in either ineffective defense or com-
promise of classification accuracy. While mitigation is pos-
sible for images (Miyato et al. 2018; Carmon et al. 2019;
Song et al. 2020), it is under-explored for skeletal motions.
Finally, most AT methods try to find the best model that can
resist attacks. From the Bayesian perspective, this is a point
estimation on the model. An ensemble of different models
can provide better robustness (Ye and Zhu 2018; Bortolussi
et al. 2022) but how to find them for skeletal motions has not
been explored.

To address the challenges, we present a new framework
for robust skeleton-based HAR. Extending Energy-based
methods (Hill, Mitchell, and Zhu 2021; Zhu et al. 2021;
Lee, Yang, and Oh 2020) which model the data distribution
p(x,y) of data x and labels y, and sample the adversaries
X based on simplified adversarial distributions, we consider
the full adversarial distribution by jointly modeling x, y, X
and the classifier parameterized by 0: p(x,y, X, 0), to give a
full Bayesian treatment on all relevant factors. This involves
new Bayesian treatments on both X and 6.

We first re-interpret discriminative classifiers into an
energy-based model that maximizes the joint probability
p(x,y) (Grathwohl et al. 2020). Then one key novelty is
we assume we can observe all adversarial samples X dur-
ing training, so that we can model the clean-adversarial
joint probability p(x,X,y). This joint probability consid-
ers the full adversarial distribution p(X|x, y) conditioned on
the clean data where we propose a new adversary sampling
scheme along the natural motion manifold. Overall, this
leads to a more general adversarial distribution parameteri-



zation than existing methods which rely on a pre-defined at-
tacker (Madry et al. 2018) or isotropic distributions (Lécuyer
et al. 2019) for adversary sampling. Further, we incorporate
classifier parameters 6 into the joint probability to explore
the full space of robust classifiers. However, different from
existing Bayesian Neural Networks (BNNs) research which
seeks to turn the classifier into a BNN, we keep the clas-
sifier intact and append small extra Bayesian components
to achieve robustness. This makes our method applicable to
pre-trained classifiers and requires minimal prior knowledge
of them, achieving black-box defense.

As a result, we propose a new joint Bayesian perspective
on the clean data, the adversarial samples and the classifier.
We name our method Bayesian Energy-based Adversarial
Training (BEAT). BEAT can turn pre-trained classifiers into
resilient ones. It also circumvents model re-training, avoids
heavy memory footprint and speeds up adversarial training.
BEAT leads to a more general defense mechanism against
a variety of attackers which are not known a priori dur-
ing training. We evaluate BEAT on several state-of-the-art
classifiers across a number of benchmark datasets, and com-
pare it with existing methods. Overall, BEAT can effectively
boost the robustness of classifiers against attack. Empirical
results show that BEAT does not severely sacrifice accuracy
for robustness, as opposed to the common observation of
such trade-off in other AT methods (Yang et al. 2020).

Formally, we propose: 1) the first black-box defense
method for skeleton-based HAR to our best knowledge. 2)
a new Bayesian perspective on a joint distribution of normal
data, adversarial samples and classifiers. 3) a new post-train
Bayesian strategy to keep the blackboxness of classifiers and
avoid heavy memory footprint.

Related Work
Adversarial Attack

Since the vulnerability of deep learning was identi-
fied (Goodfellow, Shlens, and Szegedy 2015), the commu-
nity has developed diverse adversarial attacks on differ-
ent data types, e.g. texts (Liang et al. 2018), graphs (Dai
et al. 2018; Ziigner, Akbarnejad, and Giinnemann 2018) and
physical objects (Evtimov et al. 2017; Athalye et al. 2018).
While static data has attracted most of the attention, the at-
tack on time-series data has recently emerged (Karim, Ma-
jumdar, and Darabi 2020; Wei et al. 2019). One active sub-
field is Human Activity Recognition. Unlike other data, mo-
tion has unique features such as dynamics and human body
topology (Wei et al. 2020; Diao et al. 2021), which makes
it difficult to adapt generic methods (Brendel, Rauber, and
Bethge 2018; Goodfellow, Shlens, and Szegedy 2015; Car-
lini and Wagner 2017). Therefore, existing HAR attacks
are designed for specific data types. Adversaries have been
developed in video-based recognition (Zhang et al. 2020a;
Pony, Naeh, and Mannor 2021; Hwang et al. 2021; Wei et al.
2020) and multi-modal setting (Kumar et al. 2020). Very re-
cently, skeleton-based HAR has been shown to be extremely
vulnerable (Liu, Akhtar, and Mian 2020; Tanaka, Kera, and
Kawamoto 2021; Wang et al. 2021a; Diao et al. 2021; Zheng
et al. 2020). Adversarial examples can be generated by Gen-
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erative Adversarial Networks (Liu, Akhtar, and Mian 2020),
optimization based on a new perceptual metric (Wang et al.
2021a), or exploring the interplay between the classification
boundary and the natural motion manifold under the hard-
label black-box setting (Diao et al. 2021). Orthogonal to at-
tack, BEAT propose a new defense framework for skeleton-
based HAR to address the urgent challenges.

Adversarial Training

AT methods (Bai et al. 2021; Goodfellow, Shlens, and
Szegedy 2015; Madry et al. 2018; Wang et al. 2020; Zhang
et al. 2019b) are among the most effective defense tech-
niques to date. They train the classifier to resist the attack
from the most aggressive adversarial examples. However,
these specific adversarial examples may not sufficiently
represent the whole adversarial sample distribution, lead-
ing to difficulties when facing unseen and stronger adver-
saries (Uesato et al. 2018; Song et al. 2018). Further, exist-
ing AT methods all compromise the standard accuracy to a
certain extent (Yang et al. 2020). The study of generalization
in AT is still under-explored.

Stutz et al. (Stutz, Hein, and Schiele 2020) proposed to
reject the unseen attacks by reducing the confidence scores
of adversarial examples, while Poursaeed et al. (Poursaeed
et al. 2021) generated diversified adversarial changes in the
examples used in AT. Learning the adversarial sample dis-
tribution is shown to improve the robustness (Ye and Zhu
2018). Dong et al. (Dong et al. 2020) extended adversarial
training through explicitly or implicitly modeling the adver-
sarial distributions. However, they are designed for static im-
age data. A key difference between their methods and ours
is that we consider a joint distribution of the normal data,
adversarial samples and the classifier, which allows us to de-
sign an adversary sampling scheme for skeleton motions and
fully explore the space of robust classifiers.

For generalization, early studies (Tsipras et al. 2019;
Zhang et al. 2019a) postulate that there should be an inher-
ent tradeoff between standard accuracy and adversarial ro-
bustness. However, recent works challenge this postulation.
Stutz et al. (Stutz, Hein, and Schiele 2019) reckoned that
the adversarial robustness in the underlying natural manifold
is related to generalization. Empirically, robust semi/unsu-
pervised training (Miyato et al. 2018; Carmon et al. 2019)
utilizing extra data can mitigate this problem. The trade-off
could in theory be eliminated under the infinite data assump-
tion (Raghunathan et al. 2020). Yang et al. (Yang et al. 2020)
showed some image datasets are distributionally separate,
indicating there exists an ideal robust classifier that does not
compromise the accuracy. To our best knowledge, we pro-
pose the first skeleton-based HAR black-box defense which
demonstrates the existence of a resilient classifier without
the inherent accuracy-robustness trade-off.

Methodology
Background in Energy-Based Models
Given data x € X and label y, a discriminative classifier can
be generalized from an energy perspective by modeling the

joint distribution pg(x, y) % where y € y and



0 is the model parameters (Grathwohl et al. 2020). Since
po(x,y) = po(y|x)pe(x) and pg(y|x) is what classifiers
maximize, the key difference is py(x) which can be param-
eterized by an energy function:

exp(—FEy(x)) > yey €xp(g0(x)[y])
O Z(0)

where Fjy is an energy function parameterized by 6, Z(6) =
. exp(—Ey(x))dx is a normalizing constant. This energy-
based interpretation allows an arbitrary Ejy to describe a con-
tinuous density function, as long as it assigns low energy val-
ues to observations and high energy everywhere else. This
leads to a generalization of discriminative classifiers: F/ can
be an exponential function as shown in Eq. (1) where gy is
a classifier and gy (x)[y| gives the yth logit for class y. 6 can
be learned via maximizing the log likelihood:

po(x) = 1)

log po(x,y) = log pe(y|x) + log ps(x) where
_ po(x,y) exp(go(x)[y])
po(x) X ey exp(go(x)[y])

pe(y|x) @

Compared with only maximizing log p(y|x) as discrimi-
native classifiers do, maximizing log p(x,y) can provide
many benefits such as good accuracy, robustness and out-
of-distribution detection (Grathwohl et al. 2020).

Joint Distribution of Data and Adversaries

A robust classifier that can resist adversarial attacks, i.e. cor-
rectly classifying both the clean x and the adversarial sam-
ples x, needs to consider the clean data, the adversarial sam-
ples and the attacker simultaneously:

3)

where a classifier gy takes an input and outputs a class la-
bel, and o is drawn from some perturbation set 7, computed
by an attacker. Since the attacker is not known a priori,
go needs to capture the whole adversarial distribution to be
able to resist potential attacks post-train. However, model-
ing the adversarial distribution is non-trivial as they are not
observed during training. This has led to two strategies: de-
fending against the most adversarial sample from an attacker
(a.k.a Adversarial Training or AT (Madry et al. 2018)) or
train on data with noises (a.k.a Randomized Smoothing or
RS (Lécuyer et al. 2019)). However, both approaches lead
to a trade-off between accuracy and robustness (Yang et al.
2020). We speculate that it is because neither can fully cap-
ture the adversarial distribution.

We start from a straightforward yet key conceptual de-
viation from literature (Chakraborty et al. 2018): assuming
there is an adversarial distribution over all possible attackers
and it can be observed during training. Although it is hard
to depict the adversarial distribution directly, all adversarial
samples are close to the clean data (Diao et al. 2021) hence
should also have relatively low energy. Therefore, we add
the adversarial sample X to the joint distribution p(x, X, y),
and further extend it into a new energy-based model:

polx, %, y) = exp{ge(x)[y] + ?((gc)) [y] — Md(x,%)}

go(x) = go(X) wherex =x+ 0,0 €

“
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where x and x are the clean samples and their corresponding
adversaries under class y. A is a weight and d(x, X) measures
the distance between the clean samples and their adversaries.
Eq. (4) bears two assumptions. First, adversaries should also
be in the low-energy (high-density) area as they are assumed
to be observed. Also, their energy should increase (or den-
sity should decrease) when they deviate away from the clean
samples, governed by d(x, X).

Looking closely, py (x, X, ¥) = p(Xx, y)pa (x, y), where
po(x,y) is the same as in Eq. (2). pp(X|x,y) is a new term.
To further understand this term, for each data sample x, we
take a Bayesian perspective and assume there is a distribu-
tion of adversarial samples X around x. This assumption is
reasonable as every adversarial sample can be traced back to
a clean sample, and there is a one-tfo-many mapping from the
clean samples to the adversarial samples. Then py(X|x, y) is
a full Bayesian treatment of all adversarial samples:

— Po (X7 5(7 y)
Po(X,y)

where the intractable Z(#) is conveniently cancelled. Eq. (5)
is a key component in BEAT as it provides an energy-based
parameterization, so that we are sure adversarial samples
will be given low energy values and thus high density (albeit
unnormalized). Through Eq. (5), our classifier is now capa-
ble of taking the adversarial sample distribution into consid-
eration during training.

Natural Motion Manifold for AT in HAR d(x,X) can
be realized implicitly, e.g. using another model to learn the
data manifold to compute the distance, but this would break
BEAT into a two-stage process. Therefore, we employ ex-
plicit parameterization to achieve end-to-end training. The
motion manifold is well described by the motion dynamics
and bone lengths (Wang, Ho, and Komura 2015; Wang et al.
2021b, 2013; Tang et al. 2022). Therefore, we design d so
that the energy function in Eq. (5) also assigns low energy
values to the adversarial samples bearing similar motion dy-
namics and bone lengths:

A(x,%) = 7= SO IBLG) — BL)3

1 k k(22
7 D Mk (%) = @ ;R

RMXSJ

Po(X[x,y) = exp{go(X)[y]=Ad(x, %)} (5)

(6)

where x, X € are motions containing a sequence of
M poses (frames), each of which contains J 3D joint loca-
tions and B bones. BL computes the bone lengths in each
frame. qu% ; and cjfj% . are the kth-order derivative of the jth
joint in the mth frame in the clean sample and its adversary
respectively. k € [0, 2]. This is because a dynamical system
can be represented by a collection of derivatives at different
orders. For human motions, we empirically consider the first
three orders: position, velocity and acceleration. High-order
information can also be considered but would incur extra
computation. ||-||, is the £, norm. We set p = 2 but other val-
ues are also possible. Overall, the first term is a bone-length
energy and the second one is motion dynamics energy. Both
energy terms together define a distance function centered at
a clean data x. This distance function helps to quantify how



likely an adversarial sample near x is, so Eq. (6) describes
the adversarial distribution near the motion manifold.

Bayesian Classifier for Further Robustness

Maximum-Likelihood One natural choice for adversarial
training is to maximize Eq. (4). We can learn 6 by maximiz-
ing the log-likelihood of the joint probability, where gy is an
arbitrary classifier:

log pe(x,%,y) = log pe(X|x,y) + log pe(x,y)

= log pe(X|x,y) + log pe(y|x) + log pe(x)  (7)

log pe(y|x) is simply a classification likelihood and can be
estimated via e.g. cross-entropy. Both py(x) and pg(X|x,y)
are intractable, so sampling is needed. Then € can be opti-
mized using stochastic gradient methods.

A Bayesian Perspective on the Classifier Although
Eq. (7) considers the full distribution of the adversarial sam-
ples, it is still a point estimation with respect to 6. From a
Bayesian perspective, there is a distribution of models which
can correctly classify x, i.e. there is an infinite number of
ways to draw the classification boundaries. Our inspiration
is that a single boundary can be robust against certain ad-
versaries, e.g. the distance between the boundary and some
clean data samples are large hence requiring larger pertur-
bations for attack, then a collection of boundaries can be
more robust because they provide different between-class
distances (Yang et al. 2020) and local boundary continu-
ity (Liu et al. 2020a). Therefore, we augment Eq. (4) to in-
corporate the network weights 6:

®)

where p(x, X, y|0) is essentially Eq. (4) and p(6) is the prior
of network weights. This way, we have a new Bayesian joint
model of clean data, adversarial samples and the classifier.
From the Bayesian perspective, Eq. (7) is equivalent to us-
ing a flat p(#) and applying iterative Maximum a posteri-
ori (MAP) optimization. However, even with a flat prior, a
MAP optimization is still a point estimation on the model,
and cannot fully utilize the full posterior distribution (Saatci
and Wilson 2017). In contrast, we propose a method based
on Bayesian Model Averaging:

p(0,%x,%,y) = p(x,%,y|0)p(0)

p(y/|xla X, 5(7 y) = EGNp(O) [p(y/|xl7 X, 5(’ Y, 0)]

N
1 -
~ sz(y/‘x/aei)aeNp(9|X7X7y) (9)
i=1

where x’ and y' are a new sample and its predicted label,
p(0) is a flat prior, N is the number of models. We expect
such a Bayesian classifier to be more robust against attack
while achieving good accuracy, because models from the
high probability regions of p(f|x,%,y) provide both. This
is vital as we do not know the attacker in advance. To train
such a classifier, the posterior distribution p(6|x, X, y) needs
to be sampled as it is intractable.
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Necessity of a Post-train Bayesian Strategy Unfortu-
nately, it is not straightforward to design such a Bayesian
treatment (Eq. (9)) on existing classifiers due to several fac-
tors. First, sampling the posterior distribution p(6|x,X,y)
is prohibitively slow. Considering the large number of pa-
rameters in action classifiers (commonly at least several mil-
lions), sampling would mix extremely slowly in such a high
dimensional space (if mix at all). In addition, from the per-
spective of end-users, large models are normally pre-trained
on large datasets then shared. The end-users can fine-tune
or directly use the pre-trained model. It is not desirable
to re-train the models. Finally, most classifiers consists of
two parts: feature extraction and boundary computation. The
data is pulled through the first part to be mapped into a latent
feature space, then the boundary is computed, e.g. through
fully-connected layers. The feature extraction component is
well learned in the pre-trained model. Keeping the features
intact can avoid re-training the model, and avoid undermin-
ing other tasks when the features are learned for multiple
tasks, e.g. under representation/self-supervised learning.

Therefore, we propose a post-train BEAT for black-box
defense. We keep the pre-trained classifier intact and append
a tiny model with parameters 6’ behind the classifier using
a skip connection: logits = fp: (¢(x)) + g¢(x), in contrast to
the original logits = gg(x). ¢(x) can be the latent features of
x or the original logits ¢(x) = gg(x). We employ the lat-
ter setting based on preliminary experiments (see Appendix
A), and to keep the blackboxness of BEAT. fy can be an
arbitrary network. Eq. (9) then becomes:

p(y,|xlv X, i? y) = E@’Np(@')[p(y/‘xla X, 5(7 Y, 97 9/)]
1 N
~ 5 D Py X, 05,60),0" ~ p(0'[x, %, ,0) (10)
i=1

We assume 6 is obtained through pre-training. Then BEAT
training can be conducted through alternative sampling:

{X7 i» y}t‘97 01/571 ~ p(X7 5(, y|97 91/&71)
9£|{Xaiay}t70Np(0/|{xvi7y}taa) (11)

Since f can be much smaller than g, BEAT on f is faster
than solving Eq. (7) on g. Following Eq. (11), the inference
is conducted via alternatively solving Eq. (7) and sampling
#’. The mathematical derivations and algorithms for infer-
ence, with implementation details, are in Appendix B.

Experiments
Experimental Settings

We briefly introduce the experimental settings here, and the
additional details are in Appendix D!.

Datasets and Classifiers: We choose three widely
adopted benchmark datasets in HAR: HDMO05 (Miiller et al.
2007), NTU60 (Shahroudy et al. 2016) and NTU120 (Liu
et al. 2020b). For base classifiers, we employ four recent

! Appendix available at https:/arxiv.org/abs/2203.04713; code
at  https://github.com/realcrane/Defending- Black-box-Skeleton-
based- Human- Activity-Classifiers



classifiers: ST-GCN (Yan, Xiong, and Lin 2018), CTR-
GCN (Chen et al. 2021), SGN (Zhang et al. 2020b) and MS-
G3D (Liu et al. 2020c). Since the classifiers do not have the
same setting (e.g. data needing sub-sampling (Zhang et al.
2020b)), we unify the data format. For NTU60 and NTU120,
we sub-sample the frames to 60. For HDMOS, we use a slid-
ing window to divide the data into 60-frame samples (Wang
et al. 2021a). Finally, we retrain the classifiers following
their original settings.

Attack Setting: After training the classifiers, we collect
the correctly classified testing samples for attack. We em-
ploy state-of-the-art attackers designed for skeleton-based
HAR: SMART (I, attack) (Wang et al. 2021a), CIASA
(I attack) (Liu, Akhtar, and Mian 2020) and BASAR (I
attack) (Diao et al. 2021), and follow their default set-
tings. Further, we use the untargeted attack, which is the
most aggressive setting. Since all attackers are iterative ap-
proaches and more iterations lead to more aggressive at-
tacks, we use 1000-iteration SMART (SMART-1000) on all
datasets, 1000-iteration CIASA (CIASA-1000) on HDMO05
and 100-iteration CIASA (CIASA-100) on NTU 60/120,
since CIASA-1000 on NTU 60/120 is prohibitively slow
(approximately 2 months on a Nvidia Titan GPU). We use
the same iterations for BASAR as in their paper. Please refer
to Appendix D for fuller evaluation details.

Defense Setting: To our best knowledge, BEAT is the
first black-box defense for skeleton-based HAR. So there
is no method for direct comparison. There is a technical
report (Zheng et al. 2020) which is a simple direct ap-
plication of randomized smoothing (RS) (Cohen, Rosen-
feld, and Kolter 2019). We use it as one baseline. Stan-
dard AT (Madry et al. 2018) has recently been briefly at-
tempted on HAR (Tanaka, Kera, and Kawamoto 2021), so
we use it as a baseline SMART-AT (Diao et al. 2022) which
employs SMART as the attacker. We also employ another
two baseline methods TRADES (Zhang et al. 2019b) and
MART (Wang et al. 2020), which are the state-of-the-art de-
fense methods on images. We employ perturbations budget
€ = 0.005 for AT methods (Madry et al. 2018; Wang et al.
2020; Zhang et al. 2019b) and compare other € settings.

Computational Complexity: We use 20-iteration attack
for training SMART-AT, TRADES and MART, since more
iterations incur much higher computational overhead than
BEAT, leading to unfair comparison. We compare the train-
ing time of BEAT with other defenses on all datasets in Ap-
pendix A. Since BEAT does not need to re-train the target
model, it reduces training time (by 12.5%-70%) compared
with the baselines.

Appended Models: Although fp: can be any model, a
simple two-layer fully-connected layer network (with the
same dimension as the original output) proves to work well
in all cases. During attack, we attack the full model (with
for). We use five appended models in all experiments and
explain the reason in the ablation study later.
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original motion ?
adversarial example (wiZF) \/%(

adversarial example (with BEAT)

Figure 1: The original motion ‘deposit’ (top) is attacked
by BASAR on standard trained model (middle) and BEAT
trained model (bottom) separately. The visual difference of
the original motion and the attacked motion on BEAT is big-
ger, compared with the attacked motion on ST.

Attack Success and Adversary Quality

Robustness under White-Box Attacks We show the re-
sults of all models on all datasets in Tab. 1. First, BEAT does
not severely compromise standard accuracy across models
and data. The BEAT accuracy is within a small range (+0.6/-
0.9%) from that of the standard training, in contrast to the
often noticeable accuracy decreased in other defense meth-
ods. Next, BEAT has the best robustness in all 144 scenarios
(training methods vs. classifiers vs. datasets vs. attackers)
and often by big margins, especially under extreme SMART-
1000 and CIASA-1000 attacks. Overall, BEAT can signifi-
cantly improve the adversarial robustness and eliminate the
accuracy-robustness trade-off.

Robustness under Black-Box Attacks Black-box attack
in skeletal HAR is either transfer-based (Wang et al. 2021a)
or decision-based (Diao et al. 2021). However, existing
white-box attacks (SMART and CIASA) are highly sensi-
tive to the chosen surrogate and the target classifier. Ac-
cording to our preliminary experiments (see Appendix A),
transfer-based SMART often fails when certain models are
chosen as the surrogate, which suggests that transfer-based
attack is not a reliable way of evaluating defense in skeletal
HAR. Therefore we do not employ transfer-based attack for
evaluation. BASAR is a decision-based approach, which is
truly black-box and has proven to be far more aggressive and
shrewd (Diao et al. 2021). We employ its evaluation metrics,
i.e. the averaged [, joint position deviation ([), averaged [
joint acceleration deviation (Aa) and averaged bone length
violation percentage (AB/B), which all highly correlate to
the attack imperceptibility. We randomly select samples fol-
lowing (Diao et al. 2021) for attack. The results are shown
in Tab. 2. BEAT can often reduce the quality of adversar-
ial samples, which is reflected in I3, Aa and AB/B. The
increase in these metrics means severer jittering/larger devi-
ations from the original motions, which is very visible and
raises suspicion. We show one example in Fig. 1 and fuller
results are in Appendix A.



HDMO5 ST-GCN CTR-GCN SGN MS-G3D
AccuracyT SMART] CIASA| | Accuracy? SMART] CIASA] | Accuracy? SMART] CIASAJ | Accuracy? SMART | CIASA]
ST 93.22% 100% 100% | 94.16% 89.51% 90.63% | 94.16% 97.99% 99.60% | 93.78% 96.80% 95.83%
SMART-AT | 91.90% 88.62% 90.63% | 93.03% 75.67% 80.31% | 93.32% 96.65% 97.32% | 92.84% 69.40% 84.77%
RS 92.66% 96.10% 96.88% | 92.09% 81.47% 80.08% | 92.81% 91.52% 98.43% | 93.03% 94.92% 94.58%
MART 91.14% 80.80% 83.54% | 91.53% 67.63% 77.73% | 93.78% 97.10% 98.39% | 91.52% 56.40% 80.13%
TRADES | 91.53% 79.46% 85.00% | 92.84% 73.88% 75.00% | 92.28% 96.35% 99.91% | 90.02% 55.74% 54.17%
BEAT(Ours) | 93.03% 61.46% 62.50% | 93.22% 64.91% 65.96% | 94.72% 26.82% 27.60% | 93.60% 20.20% 20.46%
NTU60 | Accuracyt SMART] CIASA| | Accuracyl SMART] CIASA|] | Accuracy! SMART] CIASA] | Accuracy? SMART| CIASA]
ST 76.81% 100% 99.36% | 82.90% 100% 100% | 86.22% 100% 97.36% | 89.36% 99.67% 97.72%
SMART-AT | 72.80% 100% 85.47% | 83.70% 99.99% 76.54% | 83.26% 100% 87.34% | 87.79% 100%  53.96%
RS 75.89% 100% 94.51% | 82.67% 100% 91.95% | 83.02% 100% 92.85% | 88.12% 100%  88.70%
MART 71.94% 100%  79.68% | 80.31% 100% 79.63% | 83.21% 99.95% 83.13% | 85.35% 100%  50.61%
TRADES | 71.40% 100%  73.75% | 79.63% 100% 76.90% | 82.30% 100% 76.56% | 85.16% 99.96% 48.52%
BEAT(Ours) | 76.45% 62.99% 71.28% | 82.77% 73.16% 62.85% | 86.07% 40.10% 34.31% | 88.78% 32.31% 34.21%
NTUI120 |Accuracyt SMART| CIASAJ | Accuracy? SMART| CIASA] | Accuracy? SMART| CIASA] |Accuracy? SMART] CIASA|
ST 68.34% 100% 99.20% | 74.59% 99.80% 99.44% | 74.15% 99.94% 99.20% | 84.71% 99.47% 97.81%
SMART-AT | 67.28% 100% 84.90% | 75.89% 100% 83.24% | 71.30% 100% 94.63% | 81.90% 99.40% 63.50%
RS 66.81% 100%  95.55% | 74.04% 100% 95.15% | 71.40% 100% 98.83% | 82.17% 99.93% 98.40%
MART 58.43% 99.83% 80.69% | 70.54% 99.90% 80.46% | 70.05% 99.84% 86.04% | 78.89% 99.88% 57.64%
TRADES | 61.41% 99.67% 82.80% | 71.99% 100% 81.32% | 69.37% 99.95% 83.72% | 79.04% 99.95% 55.36%
BEAT(Ours) | 68.34% 84.55% 77.19% | 74.59% 85.66% 77.82% | 73.53% 56.44% 37.22% | 84.710% 41.61% 39.87%

Table 1: The results of BEAT and other 5 methods. ST means standard training. ‘SMART’ and ‘CIASA’ are the attack success
rate of SMART and CIASA. We show the best performance with bold in all 5 defense methods (not include ST).

SGN
0.84/1.05
0.05/0.07

1.1%/1.5%
0.06/0.08
0.003/0.004
1.3%/1.7%
0.087/0.103
0.005/0.006
2.3%/2.7%

MSG3D
0.20/0.28
0.09/0.10

1.1%/1.2%
0.09/0.09
0.03/0.04
8.9%/11.0%
0.06/0.08
0.02/0.03
6.8%1/9.0%

STGCN
0.77/0.82
0.21/0.22

0.4%1/0.8 %
0.03/0.05
0.015/0.017
4.2%14.8 %
0.03/0.04
0.015/0.018
4.0%/4.7 %

CTRGCN
0.67/0.79
0.14/0.14
0.8%10.9%
0.05/0.06
0.02/0.03
6.5%/7.4%
0.04/0.06
0.019/0.022
5.4%/5.6%

LT
Aa T
AB/B1
LT
Aa 1
AB/B1
LT
Aa 1
AB/B1

Table 2: Untargeted attack on HDMO5 (top), NTU60 (mid-
dle) and NTU120 (bottom) from BASAR. xxx/xxx is pre/-
post BEAT results.

Additional Performance Analysis

Comparison with Other AT Methods As shown in
Tab. 1, all baseline methods perform worse than BEAT,
sometimes completely fail, e.g. failing to defend against
SMART-1000 in large-scale datasets (NTU 60 and NTU
120). After investigating their defenses against SMART
from iteration 20 to 1000 (Appendix A), we found the key
reason is the baseline methods overly rely on the aggressive-
ness of the adversaries sampled during training. To verify it,
we increase the perturbation budget € from 0.005 to 0.05
during training in TRADES, and plot their standard accu-
racy & attack success rate (ASR) vs. € in Fig. 2. Note that
BEAT does not rely on a specific attacker. We find TRADES
is highly sensitive to e values: larger perturbations in adver-
sarial training improve the defense (albeit still less effective
than BEAT), but harm the standard accuracy (Fig. 2(a)). Fur-
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Figure 2: Comparisons with TRADES with different pertur-

bation budget (¢) on NTU60 with SGN. (a): standard ac-

curacy vs. €; (b): results against SMART with 20 to 1000

iterations.

ther, sampling adversaries with more iterations (e.g. 1000 it-
erations) during AT may also improve the robustness (still
worse than BEAT Fig. 2(b)) but is prohibitively slow, while
BEAT requires much smaller computational overhead.

Does BEAT Obfuscate Gradients? Since BEAT averages
the gradient across different models, we investigate whether
its robustness is due to obfuscated gradients, because ob-
fuscated gradients can be circumvented and are not truly ro-
bust (Athalye, Carlini, and Wagner 2018). One way to verify
this is to test BEAT on black-box attacks (Athalye, Carlini,
and Wagner 2018), which we have demonstrated above. To
be certain, we design another attack which can also circum-
vent defense relying on obfuscated gradients. We deploy an



ST-GCN
62.3% (+0.8%)
63.2% (+0.2%)

CTR-GCN
68.4% (+3.5%)
73.0% (-0.1%)

SGN
27.3% (+0.5%)
42.0% (+1.9%)

MS-G3D
21.4% (+1.2%)
32.3% (-0.0%)

Table 3: Attack success rate (ASR) of EOT-SMART on
HDMO5(top) and NTU60(bottom). (+xx%) means the ASR
difference with SMART-1000.

adaptive attack called EOT-SMART based on (Tramer et al.
2020): in each step, we estimate the expected gradient by av-
eraging the gradients of multiple randomly interpolated sam-
ples. Tab. 3 shows that EOT-SMART performs only slightly
better than SMART, demonstrating that BEAT does not rely
on obfuscated gradients.

Ablation Study

Number of Appended Models Although BNNs theoret-
ically require sampling of many models for inference, in
practice, we find a small number of models suffice. To show
this, we conduct an ablation study on the number of ap-
pended models (N in Eq. (10)). As shown in Tab. 4, with
N increasing, BEAT significantly lowers the attack success
rates, which shows the Bayesian treatment of the model pa-
rameters is able to greatly increase the robustness. Further,
when N > 5, there is a diminishing gain with a slight im-
provement in robustness but also with increased computa-
tion. So we use N=5 by default.

We further show why our post-train Bayesian strategy is
able to greatly increase the robustness. The classification
loss gradient with respect to data is key to many attack meth-
ods. In a deterministic model, this gradient is computed on
one model; in BEAT, this gradient is averaged over all mod-
els, i.e. the expected loss gradient. Theoretically, with an in-
finitely wide network in the large data limit, the expected
loss gradient achieves 0, which is the source of the good
robustness of BNNs (Bortolussi et al. 2022). To investigate
whether BEAT’s robustness benefits from the vanishing ex-
pected gradient, we randomly sample 500 motions from the
testing data and sample one frame from each motion. Then
we compute their expected loss gradients and plot a total of
37500 loss gradient components in Fig. 3 (a), where each
dot represents a component of the expected loss gradient of
one frame. Fig. 3 (b) shows the percentage of the expected
gradient components close to 0. Figure 3 essentially shows
the empirical distribution of the component-wise expected
loss gradient. When N increases, the gradient components
steadily approach zero, indicating a vanishing expected loss
gradient which provides robustness (Bortolussi et al. 2022).

Joint Distribution of Data and Adversaries Other than
the Bayesian treatment of models, BEAT also benefits from
the Bayesian treatment on the adversaries. To see its contri-
bution, we plug-and-play our post-train Bayesian strategy
to other AT methods which do not model the adversarial
distribution. Specifically, we design a post-train Bayesian
TRADES (PB+TRADES) with different number of ap-
pended models, and compare them with BEAT in Tab. 4.
While both BEAT and PB+TRADES benefit from BNNs,
BEAT still outperforms PB+TRADES by large margins.
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Figure 3: The components of the expected loss gradients of
BEAT on NTU60 with SGN. N = 0 is standard training. (a):
the values of the expected gradient components(EGC); (b):
the percentage of the component magnitude (PCM) above
and below 10710,

N Standard Accuracy? Attack Success Rate|
BEAT PB+TRADES | BEAT PB+TRADES

1 | 84.90% 83.66% 96.39% 97.40%

3 | 85.72% 84.96% 57.13% 80.37%

5 | 86.07% 84.74% 40.10% 59.03%

7 | 86.01% 84.86% 27.40% 48.97%

Table 4: Ablation Study on NTU 60 with SGN as the base
classifier. ‘N’is the number of appended models. ‘PB’ means
Post-train Bayesian strategy. ‘Attack Success Rate’ is the de-
fense results against SMART-1000.

Note the major difference between BEAT and PB+TRADES
is whether to consider the full adversarial distribution, which
shows the benefit of bringing the full adversarial distribution
into the joint probability.

Discussion, Conclusions and Future Work

One limitation is prior knowledge is needed on d(x,X) in
Eq. (4), either explicitly as BEAT or implicitly e.g. repre-
sentation learning for the data manifold. However, this is
lightweight as manifold learning/representation is a rather
active field. BEAT can potentially incorporate any manifold
representation. Also, we assume that all adversarial samples
are distributed closely to the data manifold, which is true
for images (Stutz, Hein, and Schiele 2019) and skeletal mo-
tion (Diao et al. 2021), but not necessarily for other data.

To our best knowledge, we proposed the first black-box
defense for skeleton-based HAR. Our method BEAT is un-
derpinned by a new Bayesian Energy-based Adversarial
Training framework, and is evaluated across various clas-
sifiers, datasets and attackers. Our method employs a post-
train strategy for fast training and a full Bayesian treatment
on normal data, the adversarial samples and the classifier,
without adding much extra computational cost. In future, we
will extend BEAT to more data types, both time-series and
static, such as videos and stock prices, as well as implicit
manifold parameterization for images, by employing task/-
data specific d(x, %) in Eq. (4).
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