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Abstract

Convolutional neural network (CNN) has achieved great suc-
cess on image super-resolution (SR). However, most deep
CNN-based SR models take massive computations to ob-
tain high performance. Downsampling features for multi-
resolution fusion is an efficient and effective way to improve
the performance of visual recognition. Still, it is counter-
intuitive in the SR task, which needs to project a low-
resolution input to high-resolution. In this paper, we pro-
pose a novel Hybrid Pixel-Unshuffled Network (HPUN) by
introducing an efficient and effective downsampling mod-
ule into the SR task. The network contains pixel-unshuffled
downsampling and Self-Residual Depthwise Separable Con-
volutions. Specifically, we utilize pixel-unshuffle operation
to downsample the input features and use grouped con-
volution to reduce the channels. Besides, we enhance the
depthwise convolution’s performance by adding the input
feature to its output. The comparison findings demonstrate
that, with fewer parameters and computational costs, our
HPUN achieves and surpasses the state-of-the-art perfor-
mance on SISR. All results are provided in the github
https://github.com/Sun1992/HPUN.

Introduction

Single Image Super-Resolution (SISR) is a fundamental vi-
sion task which involves accurately reconstructing a high-
resolution (HR) image from a low-resolution (LR) image.
SISR has been utilized on various high-level tasks such as
face synthesis (Yin et al. 2020, 2021), medical imaging (Shi
et al. 2013), surveillance imaging (Zou and Yuen 2012), and
image generation (Karras et al. 2017). Dong et al. (Dong
etal. 2014) first introduced CNN into SISR and achieved im-
pressive performance in 2014. Afterward, more deep CNN
methods are proposed for the super-resolution tasks (Schul-
ter, Leistner, and Bischof 2015; Huang, Singh, and Ahuja
2015; Kim, Kwon Lee, and Mu Lee 2016a,b; Lim et al.
2017; Tong et al. 2017; Tai et al. 2017; Zhang, Zuo, and
Zhang 2018; Zhang et al. 2018b). Among these, one of the
most fundamental architectures is EDSR (Lim et al. 2017).
However, these networks need expensive computation re-
sources, which is the main bottleneck for their deployment
on mobile devices for real-time purposes.
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Figure 1: Illustration of the overall comparison on Urban100
with x4 scale. Our proposed HPUN-L achieves the best
trade-off among the PSNR, parameters, and Multi-Adds.

In recent years, a lot of manually designed lightweight
structures have been proposed (Sifre and Mallat 2014;
Howard et al. 2017; Chollet 2017; Iandola et al. 2017; San-
dler et al. 2018; Zhang et al. 2018a; Ma et al. 2018; Howard
et al. 2019; JTan and Le 2019; Han et al. 2020). Among
these structures, the most fundamental one is the depthwise
convolution layer (Sifre and Mallat 2014), which processes
the spatial information with a single convolution on each
input feature. A 1 X 1 convolution layer named pointwise
layer is usually deployed around the depthwise convolution
layer for the communication among channels (Howard et al.
2017; Sandler et al. 2018; Howard et al. 2019; Zhang et al.
2018a; Ma et al. 2018). However, such structures are not
popular in the SISR due to their significant performance
loss. CARN (Ahn, Kang, and Sohn 2018) tried to use a sim-
ilar structure as MobileNet (Howard et al. 2017) on SISR in
2018. They utilized the group convolution to reduce the pa-
rameters, but they had to introduce a complicated recurrent
scheme to improve the performance. As shown in Figure 1,
the computation costs and parameters of CARN are not sat-
isfied. Therefore, it is still a main challenge to effectively
implement depthwise convolution based lightweight struc-
tures to the image super-resolution task.

Besides using lightweight operations, the computation
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Figure 2: The scheme of our proposed pixel-unshuffled downsampler. Note that the notation of Conv Operation in the figure is
a general operation. We will explore the best operations in the following sections.

costs can be alleviated by reducing the size of feature
maps (Tan and Le 2019; Howard et al. 2017; Chollet 2017;
Iandola et al. 2017; Sandler et al. 2018; Zhang et al. 2018a;
Ma et al. 2018; Howard et al. 2019; JTan and Le 2019; Han
et al. 2020). Meanwhile, size-reduced features can also im-
prove high-level representations by merging with higher-
resolution features in many tasks (Sun et al. 2019; Wang
et al. 2020). However, it is counter-intuitive to apply down-
sampling modules in SISR since SISR is an upsampling
task that restores information of a low-resolution image. In
contrast, the downsampling operation usually causes signif-
icant information loss. To direct the reconstruction, Haris et
al. (Haris, Shakhnarovich, and Ukita 2018) suggested an it-
erative error-correcting feedback method that computes both
up- and down-projection errors. Furthermore, Li et al. (Li
et al. 2019) also proposed a framework that introduced the
downsampling module into SISR to generate high-level rep-
resentations. Their success shows the possibility of getting
pleasing high-resolution images through downsampling op-
erations. However, they still had to utilize a recurrent scheme
to resist the performance drop, which heavily increased the
parameters and computation costs.

This paper explores an effective way to design a
lightweight network with depthwise convolutions and down-
sampling operations. Specifically, we develop a simple yet
effective module named Self-Residual Depthwise Separa-
ble Convolution to overcome the drawback in Depthwise
Separable Convolution (DSC) (Howard et al. 2017) without
any additional parameters. Inspired by the previous explo-
rations on downsampling features (Sun et al. 2019; Haris,
Shakhnarovich, and Ukita 2018; Li et al. 2019; Gu et al.
2019), we propose a pixel-unshuffled downsampler con-
structed with the pixel-unshuffle operation, max-pooling,
and group convolution to further enhance the performance of
DSC with similar computation costs as depthwise convolu-
tion. Specifically, the pixel-unshuffle operation is the reverse
operation of pixel-shuffle (Shi et al. 2016), which can help to
avoid information loss shown by Gu et al. (Gu et al. 2019)
The scheme is shown in Figure 2. Moreover, we propose
a practical, lightweight module named Pixel-Unshuffled
Block (PUB) constructed with the pixel-unshuffled down-
sampling and the Self-Residual DSC. Last, we replace one
Self-Residual DSC in the PUB with a standard convolu-
tion layer and construct a Hybrid Pixel-Unshuffled Network
(HPUN) to achieve the state-of-the-art (SOTA) performance
and slightly increase the number of the HPUN to beyond
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the SOTA performance. The overall comparison is shown in
Figure 1. The main contributions are summarized as:

* We propose the Self-Residual DSC to overcome the de-
fects of the depthwise convolution in the SISR task with a
simple and effective operation, which barely needs com-
putation and additional parameters.

* We propose a novel downsampling module with the
pixel-unshuffle operation, which is our key module to en-
hance the performance.

* We propose a lightweight module named PUB with our
Self-Reisdual DSC and the pixel-unshuffled downsam-
pler, which can provide reliable performance with a few
parameters and computation costs.

* We propose the Hybrid Pixel-Unshuffled Block (HPUB)
by integrating the standard convolution into the PUB,
and construct the effective and efficient HPUN to achieve
a new SOTA performance with a few parameters and
Multi-Adds comparing the baselines.

* We discover the relationship between PSNR and the Nor-
malized Mean Error (NME) among the shallow features
and deep features based on our ablation study, which may
be valuable in designing the network for SISR. We will
discuss the details in the experiment section.

Related Work

Deep Super Resolution. SRCNN developed the initial end-
to-end system that converts the interpolated LR images to
their HR counter-parts (Dong et al. 2014). The SRCNN
was further improved by its successors with advanced net-
work architectures (Kim, Kwon Lee, and Mu Lee 2016a;
Zhang et al. 2017b). As studied in (Dong, Loy, and Tang
2016), computational costs are quadratically increased by
this upsampling operation in data preprocessing. To solve
the problem, an efficient sub-pixel convolution layer that
upsampled the last LR feature maps to HR was intro-
duced in ESPCN (Shi et al. 2016). It was also adopted in
residual-learning networks SRResNet (Ledig et al. 2017)
and EDSR (Lim et al. 2017). The performance of the SISR
was then further improved by stacking more blocks with
dense residuals (Zhang et al. 2017a; Zhang and Patel 2018;
Zhang et al. 2018c, 2019).

Lightweight Super Resolution. LapSRN (Lai et al. 2017)
reduced the computation complexity by removing the bicu-
bic interpolation before prediction. Inspired by LapSRN,
a lot of works started to reconstruct the HR image from
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Figure 3: Illustration of modules. (a) standard residual
block. (b) the residual block constructed by the DSC.
(c) the residual block constructed by our proposed Self-
Residual DSC. Abbrevs.: D-Conv=Depthwise Convolution,
P-Conv=Pointwise Convolution.

the origin LR input. Recursive learning was first introduced
by DRCN (Kim, Kwon Lee, and Mu Lee 2016b). Then
it was widely used to reduce the parameters with weight
sharing strategy (Tai, Yang, and Liu 2017; Tai et al. 2017;
Haris, Shakhnarovich, and Ukita 2018; Ahn, Kang, and
Sohn 2018; Li et al. 2019). Besides the recurrent scheme,
IDN (Hui, Wang, and Gao 2018) and CARN (Ahn, Kang,
and Sohn 2018) introduced the group convolution for the
lightweight purpose. As the success of the residual opera-
tion in SISR, many works (Hui, Wang, and Gao 2018; Hui
et al. 2019; Luo et al. 2020) adopted the residual into their
lightweight design to keep the performance. A recent work
named SMSR (Wang et al. 2021) reduced the parameters
and computation costs with pruning. Different with SMSR,
we manually design the lightweight network which can be
further improved by pruning.

Deep Lightweight Structure. In recent years, as the
deep-learning models become deeper and larger, many re-
searchers have been working on the lightweight networks.
An activation function named ReLLU was proposed for
speed-up purpose (Glorot, Bordes, and Bengio 2011). There
was a flattened CNN architecture that sped up the forward
feeding presented in (Jin, Dundar, and Culurciello 2014).
The concept of depthwise separable convolution was ini-
tially proposed by Sifre er al. (Sifre and Mallat 2014) and
was widely adopted in Inception (Ioffe and Szegedy 2015),
Xception (Chollet 2017), ShuffleNets (Zhang et al. 2018a;
Ma et al. 2018), MobileNets (Howard et al. 2017; Sandler
et al. 2018), CondenseNet (Huang et al. 2018), and LRPR-
Net (Sun et al. 2021). Besides, researchers suggested us-
ing Neural Architecture Search (NAS) in addition to man-
ually created lightweight architectures to locate the ideal
lightweight network (Liu, Simonyan, and Yang 2019; Zoph
et al. 2018; Cai, Zhu, and Han 2019; Wu et al. 2019; Howard
et al. 2019; JTan and Le 2019). All these networks are con-
structed based on the depthwise convolution as well. Thus,
it is necessary to explore an effective way to implement the
depthwise convolution on SISR. In this work, we provide
a module that can greatly improve the depthwise convolu-
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tion’s performance for super resolution tasks.

Proposed Method

We propose a lightweight structure called Hybrid Pixel-
Unshuffled Block to replace the traditional Residual Con-
volution Block, which is shown in Figure 3(a). Our pro-
posed method has three parts: a standard convolution layer,
the proposed pixel-unshuffled downsampling, and the pro-
posed PUB. Specifically, the PUB is an integration of the
pixel-unshuffled downsampling and the Self-Residual DSC.
Therefore, we organize this section as follows: first, we will
introduce the details of the Self-Residual DSC; the pixel-
unshuffled downsampling will be introduced in the second
sub-section; at last, we will present the details of the HPUN.

Self-Residual DSC

DSC. Depthwise separable convolution (DSC) is composed
by a depthwise layer and a pointwise layer as shown in
Fig. 3(b). The depthwise layer uses single kernel for each
input feature map. DSC is a popular lightweight module to
reduce the redundant operations in the standard convolution.
The conversion from the standard convolution to the DSC
can be described as:

Fo'' = C(F") ~ P(D(F™)), (1)

where F°" means the output features, C' represents the stan-
dard convolution, F™ means the input features, D stands
for the depthwise convolution, while P stands for the point-
wise convolution. Depthwise convolution is the major part to
process the spatial information of the input features, which
needs far fewer parameters and computation costs than stan-
dard convolution with the same kernel settings.

Self-Residual DSC. It may have a significant side effect on
the performance of SISR since SISR needs to enrich the in-
formation. The side effect is shown in the experiment sec-
tion. To overcome the defects brought by the depthwise layer
and keep its ability to process the spatial information, We
find a balanced trade-off design by simply adding the input
before the depthwise layer to the output of the depthwise
layer as shown in Figure 3(c). The whole structure is de-
scribed as: A ‘

Fout — P(D(Fm) + Fm). (2)
Comparing Equation (1) and Equation (2), we can easily fig-
ure out that the outputs of the Self-Residual DSC have more
similarity to the inputs than the outputs of the DSC. We will
analyze the importance of the similarity in the experiment
section. The self-residual does not introduce any additional
parameters, and its computation costs can be ignored.

Pixel-Unshuffled Downsampling

Now we present details about the pixel-unshuffled down-
sampling, which is shown in Figure 4(a). As discussed in
previous sections, low-frequency features can enhance the
high-level representations (Sun et al. 2019; Wang et al.
2020). The work (Wang et al. 2020) investigates that repeat-
ing multi-resolution fusions can improve high-resolution
representations for image segmentation tasks by leverag-
ing low-resolution representations. However, previous SR
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Figure 4: (a) Pixel-Unshuffled Downsampling (PUD). (b)
Pixel-Unshuffled Block (PUB). (c) Hybrid Pixel-Unshuffled
Block (HPUB). Note that the group number of the depthwise
convolution in the PUD equals to the number of its inputs.

works (Haris, Shakhnarovich, and Ukita 2018; Li et al.
2019) took a lot of effort to use the low-frequency features
in SISR with a heavy recurrent scheme. In this work, we ex-
plore a more efficient way to utilize the low-frequency fea-
tures with single forward inference for the SISR task. The
proposed scheme is shown in Figure 2. In this subsection,
we will first introduce the pixel-unshuffle operation. Then
we will focus on exploring the most effective operations af-
ter the pixel-unshuffle.

Pixel-unshuffle. Pixel-unshuffle is a reverse operation of
pixel-shuffle (Shi et al. 2016). As shown in Figure 2, it di-
vides a feature into several sub-features, whose number in
this work is four. We use four different color to represent
sub-features in the figure. As shown in the figure, the sub-
features contain the complete information of the original
features but with lower resolution. Therefore, we use it to
avoid information loss while reducing the size of the fea-
tures, which can be processed by some complicated opera-
tions with lower consumption.

Pixel-Unshuffled Downsampling. After the pixel-unshuffle
operation, we need a efficient and effective structure to pro-
cess the low-resolution features. As shown in Figure 4(a),
we first deploy a max-pooling after the pixel-unshuffle. The
reason is we want a powerful non-linear operation before the
convolution operation to extract better local features. There-
fore, we choose the max-pooling instead of the average-
pooling layer. We describe the process as:

Fi‘f;‘-‘ =M(F"), i€{1,2,3,4},j€{l...n}, (3
where Fl‘nj means the ith sub-feature of jth input channel,
Ff‘;t means the ith sub-feature of jth output channel, and M
means max-pooling with stride 1.

After the non-linear operation, we use a group convolu-
tion to reduce the channel of the input, which is actually a
downsampling operation. The process can be described as:

Fp" = G(FY, By F FY), jef{l...on}, 4

Lj> 52,9
where F]‘»’ut means the jth output channel, and G means the
grouped convolution whose group number equals to 4.
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on EDSR, and the tail is from IMDN. The total number of

HPUBs in HPUN is no less than 8.

To enhance the feature, we use an upsampler to project the
low-frequency features to high dimension, and add them to
the original input features. After that, a pointwise convolu-
tion is utilized for the communication among the channels.
The process can be described as:

F' = P(U(F") + L), 6))

where U stands for the upsampling function, Fi" means the
input channels to the upsampler, and L. means the original
input features. We use bi-linear upsampler.

Hybrid Pixel-Unshuffled Network

Pixel-Unshuffled Block. After the exploration of the Self-
Residual DSC and the pixel-unshuffled downsampling, we
introduce the lightweight Pixel-Unshuffled Block (PUB).
The PUB is composed of the Self-Residual DSC and the
pixel-unshuffled downsampling. The detail of PUB is shown
in Figure 4(b). The block can be represented as:

Fout — P(D(J(PUD(FIH))) + O—(PUD(Fln))) + Fin7 (6)

where the PUD denotes the whole procedure of the pixel-
unshuffled downsampling, and o represents the ReLLU (Glo-
rot, Bordes, and Bengio 2011).

Hybrid Pixel-Unshuffled Block. To further improve the
performance on reconstruction, we integrate the standard
convolution into our proposed PUB, which is named Hybrid
Pixel-Unshuffled Block (HPUB). The details of the HPUB
are shown in Figure 4(c). The standard convolution layer’s
kernel size is set to 3 to strike a balance between efficiency
and performance. The kernel settings for the rest modules
are the same as the PUB.

Hybrid Pixel-Unshuffled Network. We use HPUB to con-
struct our Hybrid Pixel-Unshuffled Network (HPUN). The
network is similar to EDSR. Since one HPUB has two resid-
ual blocks, we construct the body parts with 8 HPUB to
align the settings in EDSR. To further reduce the parameters,
we use the tail of IMDN. The details of the architecture are
shown in Figure 5. We control the total number of HPUB for
different sizes of the model. HPUN-M has 8§ HPUN blocks
in total, and HPUN-L has 12 HPUN blocks. The total num-
ber of HPUN-S is 8, but we replace one HPUB with two
PUBs. The upsampler for the final high-resolution output is
the pixel-shuffle module (Shi et al. 2016).

Experimental Results

Datasets and Metrics. As training data, we use the
DIV2K dataset (Timofte et al. 2017) following the pop-



Methods PSNR(Set5) | Params | Multi-Adds
P-Conv 37.36 181K 40.7G
DSC 37.65 207K 449G
Self-Residual DSC 37.73 207K 44.9G
PUD 35.68 267K 449G
PUB 37.76 226K 449G

Table 1: Experiment results of different components gener-
ated with step schedule. The kernel size in PUD is set to 3
for fair comparison. PUB is the combination of PUD and
Self-Residual DSC.

ular works (Han et al. 2015; Timofte et al. 2017; Lim
et al. 2017; Zhang, Zuo, and Zhang 2018). We used the
following testing datasets: Set5 (Bevilacqua et al. 2012),
Setl4 (Zeyde, Elad, and Protter 2010), B100 (Martin et al.
2001), Urban100 (Huang, Singh, and Ahuja 2015), and
Mangal09 (Matsui et al. 2017). PSNR and SSIM (Wang
et al. 2004) on the Y channel (i.e. luminance) of transformed
YCbCr space are the evaluation metrics. The degradation is
bicubic (denote as BI for short) downsampling implemented
with the Matlab function imresize (Zhang, Zuo, and Zhang
2018; Zhang et al. 2019). We use BI mode to simulate LR
images. The scaling factors are x2, x3, and x4. We also
compare the parameters and Multi-Adds to evaluate the spa-
tial and time complexity.

Training Setting. Following the popular settings (Lim et al.
2017), we extract 16 LR RGB patches at random as inputs
in each training batch. The size of each patch is 48 x 48.
The patches are randomly augmented by flipping horizon-
tally or vertically and rotating 90°. There are 14,200 itera-
tions in one epoch. We implement our HPUN with the Py-
Torch (Paszke et al. 2019) and update it with Adam opti-
mizer (Kingma and Ba 2015). The learning rate is initial-
ized to 2 x 10~* for all layers and follows the cosine sched-
uler with 250 epochs in each cycle. We finetune the model
with longer epochs and larger batchsize for final compar-
isons. Some experiments use the step scheduler and will be
emphasized in the caption for fair comparison.

Ablation Study

We first demonstrate the effectiveness of the Self-Residual
DSC. Then we will show the enhancement of the pixel-
unshuffled downsampling. A set of experiments are im-
plemented to figure out the best operation in the pixel-
unshuffled downsampling. At last, we will visualize the fea-
tures and discuss our intuition.

Effectiveness of the Self-Residual DSC. From the Table 1,
we can find out that the depthwise convolution is necessary
for lightweight architecture since the P-Conv cannot pro-
cess the spatial information in the features. The DSC achieve
around 0.3 dB higher PSNR than P-Conv only networks with
a few more parameters and Multi-Adds. We further improve
the performance significantly with self-residual operation as
presented in Table 1. Thus, we can conclude that our Self-
Residual DSC can overcome the defects of the depthwise
convolution with a simple residual with barely no additional
computation costs and parameters.
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Figure 6: Results of different combinations of up- and down-
scale operations conducted with step scheduler.

Nearest X v v X v X
Bi-linear v X X v X v
Max-pooling X X v v X X
Avg-pooling v v X X X X
PSNR 37.83 | 37.82 | 37.85 | 37.87 | 37.82 | 37.83

Table 2: The experiment results of different combination of
pooling layers and upsamplers. The results are generated
with cosine scheduler on Set5 with x2 scale.

Effectiveness of the pixel-unshuffled downsampling. We
have run six experiments to target the best combination of
the pooling layer and the upsampler. The results are pre-
sented in Table 2. From the table, we can observe that the
model with max-pooling layer and bi-linear upsampling can
achieve the best performance among all combinations.

We also compare the performance of the pixel-unshuffled
downsampling with other kinds of downsampling opera-
tions. The results are shown in Figure 6. We compare the
PUD module, depthwise convolution with 2 strides, max
pooling, and average pooling with both bi-linear and near-
est upsampling. As shown in the figure, the pixel-unshuffled
downsampling is far beyond others.

Besides, we construct a network with only pixel-
unshuffled downsampling and compare its performance with
the networks constructed by the baseline DSC, the Self-
Residual DSC, and the PUB. The results are shown in Ta-
ble 1 The network constructed with only pixel-unshuffled
downsampling performs far worse than the baseline DSC.
However, the network of PUB can performs better than the
Self-Residual DSC. Specifically, the network constructed by
PUB achieves 0.03dB higher than the Self-Residual DSC
only. The results show that the pixel-unshuffled downsam-
pling can enhance the performance, but it only works to-
gether with other spatial operations.

Intuition. For the further exploration, we generate the
heatmap features using the Normalized Mean Error (NME)
among their shallow features and deep features. The NME
can be described as NME = ﬁ ||FS — FDHF, where N
means the total number of the elements in the features, F°
means the output features from the head block, F” means
the output features from the body block, and || - || denotes



. Set5 Setl4 B100 Urban100 Mangal09
Method Name | Scale | Params | Multi-Adds -5onp=gsT8 | PSNR | SSIM | PSNR | SSIM | PSNR | SSIM | PSNR | SSIM
Bicubic < - - 2842 [ 0.8104 | 26,00 | 0.7027 | 25.96 | 0.6675 | 23.14 | 0.6577 | 24.89 | 0.7366
SRCNN x4 | s7K 527G | 3048 | 0.8628 | 27.50 | 0.7513 | 26.90 | 0.7101 | 24.52 | 0.7221 | 27.58 | 0.8555
VDSR x4 | 665K | 612.6G | 3135 | 0.8830 | 28.02 | 0.7680 | 2729 | 0.7260 | 2518 | 0.7540 | 28.83 | 0.8870
DRCN x4 | 1774K | 97887G | 31.53 | 0.8854 | 28.02 | 0.7670 | 2723 | 0.7233 | 25.18 | 0.7524 | 28.93 | 0.8854
DRRN x4 | 297K | 6797.0G | 31.68 | 0.8888 | 2821 | 0.7720 | 27.38 | 0.7284 | 2544 | 0.7638 | 29.46 | 0.8960
LapSRN x4 | 813K | 1494G | 31.54 | 0.8850 | 28.19 | 0.7720 | 27.32 | 0.7280 | 2521 | 0.7560 | 29.09 | 0.8845
MemNet x4 | 677K | 6239G | 3174 | 0.8893 | 2826 | 0.7723 | 27.40 | 07281 | 25.50 | 0.7630 | 29.42 | 0.8942
CARN x4 | 159K | 909G | 32.13 | 0.8937 | 28.60 | 0.7806 | 27.58 | 0.7349 | 26.07 | 0.7837 | 3047 | 0.9084
IDN x4 | 553K | 323G | 31.82 | 0.8903 | 2825 | 0.7730 | 27.41 | 07297 | 2541 | 0.7632 | 29.41 | 0.8942
SRFBN-S x4 | 483K | 8529G | 31.98 | 0.8923 | 2845 | 0.7779 | 27.44 | 0.7313 | 25.71 | 0.7719 | 29.91 | 0.9008
IMDN x4 | 715K | 409G | 3221 | 0.8948 | 2858 | 0.7811 | 27.56 | 0.7353 | 26.04 | 0.7838 | 30.45 | 0.9075
LatticeNet x4 | 777K | 436G | 32.18 | 0.8943 | 28.61 | 07812 | 27.57 | 07355 | 26.14 | 0.7844 | - -
SMSR x4 | 1006K | 416G | 3212 | 0.8932 | 2855 | 0.7808 | 27.55 | 0.7351 | 26.11 | 0.7868 | 30.54 | 0.9085
LatticeNet-CL. | x4 | 777K | 436G | 32.30 | 0.8958 | 28.65 | 0.7822 | 27.59 | 0.7365 | 26.19 | 0.7855 | - -
HPUN-S <1 | 246K | 127G | 32.00 | 0.8931 | 2852 | 0.7797 | 27.54 | 0.7348 | 25.86 | 0.7788 | 3021 | 0.9043
HPUN-M x4 | 51K | 277G | 3224 | 0.8950 | 28.66 | 0.7828 | 27.60 | 0.7371 | 26.12 | 0.7878 | 30.55 | 0.9089
HPUN-L x4 | 734K | 397G | 3238 | 0.8969 | 28.72 | 0.7847 | 27.66 | 0.7393 | 26.36 | 0.7947 | 30.83 | 0.9124
LatticeNetr 1 T 777K | 3488G | 32.30 | 0.8962 | 28.68 | 0.7830 | 27.62 | 0.7367 | 2625 | 0.7873 | - -
LatticeNet-CL+ | x4 | 777K | 3488G | 32.39 | 0.8973 | 28.71 | 0.7837 | 27.64 | 0.7375 | 2629 | 0.7890 | - ]
HPUN-S+ x4 | 246K | 101.6G | 32.19 | 0.8947 | 28.63 | 0.7817 | 27.59 | 0.7360 | 25.97 | 0.7817 | 30.46 | 0.9073
HPUN-M+ x4 | 51K | 2216G | 3235 | 0.8964 | 28.74 | 0.7842 | 27.65 | 0.7384 | 2624 | 0.7904 | 30.83 | 0.9117
HPUN-L+ x4 | 734K | 317.6G | 3247 | 0.8980 | 28.82 | 0.7864 | 27.71 | 0.7404 | 26.48 | 0.7974 | 31.09 | 0.9146

Table 3: Benchmark results with BI degradation. We show average PSNR & SSIM values for scaling factor x4. We highlight
the top-2 least params, Multi-Adds, and performance on each datasets with bold text (best) and underlined text (second),
respectively. + denotes the results are generated with self-ensemble.
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Figure 7: Charts of the relationship between PSNR and the
NME. The chart is generated on the whole Set5 dataset with
%2 scale. Abbrevs.: PUD=Pixel-Unshuffled Downsampling,
SRDSC=Self-Residual DSC.

the Frobenius norm. The NME of shallow features and deep
features can be used to describe the difference between the
final output and the input. Intuitively, we expect the differ-
ence to be a appropriate value: high NME means there are
too many artifacts; low NME means the output is not en-
hanced. To validate the intuition, we plot the relationship be-
tween the PSNR and NME for the network constructed with
pointwise convolutions, the network with DSC, the network
with Self-Residual DSC, the network with pixel-unshuffled
downsampling, HPUN-S, HPUN-M, and HPUN-L. The re-
sults are presented in Figure 7.

From the figure, we can find out that there exist an optimal
NME to achieve the best PSNR for the similar architecture.
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Figure 8: The NME visualization of Pointwise Convo-
Iution, DSC, Self-Residual DSC, pixel-unshuffled down-
sampling, PUB. The results are generated on Set5 dataset
with x2 scale. The brighter color means the higher
NME value. We binarize the features for better visual-
ization. Abbrevs.: PUD=Pixel-Unshuffled Downsampling,
SRDSC=Self-Residual DSC. Better view in color.

Specifically, the NME of the pointwise structured network
is much lower than the DSC baseline network, which means
the main change of the features is brought by the depthwise
convolution. The PSNR results of the pointwise structured
network and pixel-unshuffled downsampler structured net-
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Figure 9: Visual comparison with lightweight SR networks
on Urban100 and Mangal09.

work show that limited changes will decrease the perfor-
mance. However, the DSC network has large NME but lim-
ited PSNR, which means the larger NME does not represent
the better performance. Although the chart generated from
the bird indicate that there exist some variance, the conclu-
sion still stands. We also visualize the NME result among
the head features and body features of these networks, re-
spectively. The visualization results are shown in Figure 8.

Thus, we can conclude that the PUD can significantly re-
duce the NME among the shallow features and deep fea-
tures. Adjusting the number of the modules will improve the
performance of the architecture. Besides, we find out that the
NME among the head and body features gets smaller when
we integrate the standard convolution into the PUB compar-
ing the heatmap features of HPUN-S and HPUN-M. Con-
sidering the NME of the pointwise structured network, it is
natural to think about the communication among the features
can also help to learn the similarity among the features.

From the scatter figure of mean results, we notice that the
performance increases explosively with the increase of the
NME at first. Then the performance starts to drop after the
NME surpasses the value around 0.007. Besides, the NME
gets smaller by increasing the number of pixel-unshuffled
downsamplers. Therefore, we can conclude that there may
exist an optimal NME value, and increasing pixel-unshuffled
downsamplers or adding residuals will reduce the NME of
the network towards the optimal. The intuition can help us to
design the network structure or apply the pruning strategy on
SISR. However, we notice that the optimal NME is variable
with the inputs. We still need more experiments to validate
the conclusion for different tail structures and datasets.
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Comparison Results

To simulate LR images in SR settings, the BI degradation
model is commonly used. For the BI degradation model, we
compare our HPUN network to 13 cutting-edge SR meth-
ods: SRCNN (Dong et al. 2016), VDSR (Kim, Kwon Lee,
and Mu Lee 2016a), DRCN (Kim, Kwon Lee, and Mu Lee
2016b), DRRN (Tai, Yang, and Liu 2017), LapSRN (Lai
et al. 2017), MemNet (Tai et al. 2017), CARN (Ahn, Kang,
and Sohn 2018), IDN (Hui, Wang, and Gao 2018), SRFBN-
S (Li et al. 2019), IMDN (Hui et al. 2019), LatticeNet (Luo
et al. 2020), SMSR (Wang et al. 2021), and LatticeNet-
CL (Luo et al. 2022). All of them are popular lightweight
SR methods. Note that based on the work of LatticeNet-
CL (Luo et al. 2022), the result in LatticeNet (Luo et al.
2020) is generated with self-ensemble. Thus in Table 3 we
report the results cited from LatticeNet-CL (Luo et al. 2022)
for fair comparison.

Quantitative Results. Quantitative results are shown in Ta-
ble 3 for x4 SR. Among all methods, our HPUN-L achieves
the new SOTA performance. Its performance on Setl4,
B100, and Urbanl00 is even better than the LatticeNet-
CL+, which is generated with self-ensemble. With the self-
ensemble technique, our HPUN-L achieves around 0.11dB
in average better than the LatticeNet-CL+. Our HPUN-
M can achieve top-3 performance on Set5, Setl4, B100
and Mangal(Q9 with self-ensembled results excluded. Be-
sides, compared with other competitive methods such as
IMDN, LatticeNet, and SMSR, it only has two thirds or
even fewer parameters and Multi-Adds. Furthermore, we
can significantly improve the HPUN-M network using the
self-ensemble technique. Our HPUN-S achieve comparable
performance with the second least parameters among all the
methods, and takes the minor computation costs.

Visualization Results. Visualization results are shown in
Figure 9. The results are generated with x4 scale on Ur-
ban100 and Mangal09. Compared with other methods, our
HPUN-L network generates better reconstruction results, es-
pecially on Mangal09. As shown in the figure, the results of
our HPUN-L network have fewer artifacts.

Conclusions

In this paper, we proposed a lightweight network named
Hybrid Pixel-Unshuffled Network (HPUN) for image SR.
Specifically, we design the Self-Residual Depthwise Sep-
arable Convolution to overcome the defects of the depth-
wise convolution, and the pixel-unshuffled downsampling
to enhance the performance with low-frequency represen-
tations. Both proposed modules take limited computation
costs and parameters. With the two proposed modules, we
design a lightweight block named Hybrid Pixel-Unshuffled
Block with the standard convolution layer and the proposed
Pixel-Unshuffled Block. The HPUN can achieve new SOTA
performance with limited parameters and Multi-Adds. We
also discover and discuss the relationship between the PSNR
and the NME among the shallow features and deep features.
We believe that the phenomenon should be general, and we
can take advantage of it for network design.
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