
MIDMs: Matching Interleaved Diffusion Models for Exemplar-Based Image
Translation

Junyoung Seo,*1 Gyuseong Lee,*1 Seokju Cho,1 Jiyoung Lee,2 Seungryong Kim1

1 Korea University, Seoul, Korea
2 NAVER AI Lab, Korea

se780@korea.ac.kr, jpl358@korea.ac.kr, seokju cho@korea.ac.kr, lee.j@navercorp.com, seungryong kim@korea.ac.kr

Abstract

We present a novel method for exemplar-based image transla-
tion, called matching interleaved diffusion models (MIDMs).
Most existing methods for this task were formulated as GAN-
based matching-then-generation framework. However, in this
framework, matching errors induced by the difficulty of se-
mantic matching across cross-domain, e.g., sketch and photo,
can be easily propagated to the generation step, which in
turn leads to degenerated results. Motivated by the recent
success of diffusion models overcoming the shortcomings
of GANs, we incorporate the diffusion models to overcome
these limitations. Specifically, we formulate a diffusion-based
matching-and-generation framework that interleaves cross-
domain matching and diffusion steps in the latent space by
iteratively feeding the intermediate warp into the noising pro-
cess and denoising it to generate a translated image. In addi-
tion, to improve the reliability of the diffusion process, we
design a confidence-aware process using cycle-consistency
to consider only confident regions during translation. Experi-
mental results show that our MIDMs generate more plausible
images than state-of-the-art methods.

Introduction
Image-to-image translation, aiming to learn a mapping be-
tween two different domains, has shown a lot of progress
in recent years (Zhu et al. 2017; Isola et al. 2017; Wang
et al. 2018; Chen and Koltun 2017; Park et al. 2019). Es-
pecially, exemplar-based image translation (Ma et al. 2018;
Wang et al. 2019; Zhang et al. 2020; Zhou et al. 2021; Zhan
et al. 2022, 2021a) that can generate an image conditioned
on an exemplar image has attracted much attention due to
its flexibility and controllability. For instance, translating a
user-given condition image, e.g., pose keypoints, segmenta-
tion maps, or stroke, to a photorealistic image conditioned
on an exemplar real image can be used in numerous ap-
plications such as semantic image editing or makeup trans-
fer (Zhang et al. 2020; Zhan et al. 2021b).

To solve this task, early pioneering works (Huang et al.
2018; Ma et al. 2018; Wang et al. 2019) attempted to transfer
a global style of exemplar. Recently, several works (Zhang
et al. 2020; Zhou et al. 2021; Zhan et al. 2022, 2021a)
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have succeeded in bringing the local style of exemplar by
combining matching networks with Generative Adversarial
Networks (GANs) (Goodfellow et al. 2014)-based genera-
tion networks, i.e., GANs-based matching-then-generation.
Formally, these approaches first establish matching across
cross-domain and then synthesize an image based on a
warped exemplar. However, the efficacy of such a frame-
work is largely dependent on the quality of warped inter-
mediates, which hinders faithful generations in case unreli-
able correspondences are established. Furthermore, GANs-
based generators inherit the weaknesses of the GAN model,
i.e., convergence heavily depends on the choice of hyper-
parameters (Gulrajani et al. 2017; Arjovsky, Chintala, and
Bottou 2017; Salimans et al. 2016; Goodfellow 2016), lower
variety, and mode drop in the output distribution (Brock,
Donahue, and Simonyan 2018; Miyato et al. 2018).

On the other hand, recently, diffusion models (Sohl-
Dickstein et al. 2015; Ho, Jain, and Abbeel 2020; Song,
Meng, and Ermon 2020; Rombach et al. 2021) have attained
much attention as an alternative generative model. Com-
pared to GANs, diffusion models can offer desirable qual-
ities, including distribution coverage, a fixed training objec-
tive, and scalability (Ho, Jain, and Abbeel 2020; Dhariwal
and Nichol 2021; Nichol et al. 2021). Even though the dif-
fusion models have shown appealing performances in image
generation and manipulation tasks (Choi et al. 2021; Meng
et al. 2021; Kim and Ye 2021), applying this to exemplar-
based image translation remains unexplored.

In this paper, we propose to use diffusion models for
exemplar-based image translation tasks, called matching in-
terleaved diffusion models (MIDMs), to address the limita-
tions of existing methods (Zhang et al. 2020; Zhou et al.
2021; Zhan et al. 2021a,b, 2022). We for the first time
adopt the diffusion models to exemplar-based image trans-
lation tasks, but directly adopting this in the matching-then-
generation framework similarly to (Zhang et al. 2020) may
generate sub-optimal results. To overcome this, we present
a diffusion-based matching-and-generation framework that
interleaves cross-domain matching and diffusion steps to
modify the diffusion trajectory toward a more faithful image
translation, as shown in Fig. 1. We allow the recurrent pro-
cess to be confidence-aware by using the cycle-consistency
so that our model can adopt only reliable regions for each it-
eration of warping. The proposed MIDMs overcome the lim-
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(a) GANs-based matching-then-generation
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(b) Diffusion-based matching-and-generation (Ours)

Figure 1: Motivation. (a) existing works (Liao et al. 2017; Zhang et al. 2020; Zhan et al. 2021a,b; Zhou et al. 2021; Zhan et al.
2022) and (b) our MIDMs include the interleaved process of the matching and generation, which can refine correspondence and
embedded feature simultaneously.

itation of previous methods (Zhang et al. 2020; Zhou et al.
2021; Zhan et al. 2022, 2021a) while transferring the detail
of exemplars faithfully and preserving the structure of con-
dition images.

Experiments demonstrate that our MIDMs achieve com-
petitive performance on CelebA-HQ (Liu et al. 2015) and
DeepFashion (Liu et al. 2016). In particular, user study and
qualitative comparison results demonstrate that our method
can provide a better realistic appearance while capturing the
exemplar’s details. An extensive ablation study shows the
effectiveness of each component in MIDMs.

Related Work
Exemplar-based Image Translation. There have been
a number of works (Bansal, Sheikh, and Ramanan 2019;
Wang et al. 2019; Qi et al. 2018; Huang et al. 2018)
for exemplar-based image translation. Early works (Huang
et al. 2018) focused on bringing global styles, but recent
works (Liao et al. 2017; Zhang et al. 2020; Zhan et al.
2021a,b; Zhou et al. 2021; Zhan et al. 2022) have emerged
to reference local styles by combining matching networks.
While deep image analogy (DIA) (Liao et al. 2017) pro-
posed establishing dense correspondence, CoCosNet (Zhang
et al. 2020) suggested that building dense correspondence
to cross-domain inputs makes the generated image preserve
the given exemplar’s fine details. Followed by this work, Co-
CosNet v2 (Zhou et al. 2021) integrates PatchMatch (Barnes
et al. 2009). Although UNITE (Zhan et al. 2021a) sug-
gested unbalanced optimal transport (Villani 2009) for fea-
ture matching to solve the many-to-one alignment prob-
lems, establishing feature alignment in cross-domain of-
ten fails because of domain gaps. To solve this problem,
MCL-Net (Zhan et al. 2022) introduced marginal contrastive
loss (Van den Oord, Li, and Vinyals 2018) to explicitly learn
the domain-invariant features.

Denoising Diffusion Probabilistic Models. Diffusion
models generate a realistic image through the reverse of
the noising process. With compelling generation results of
many recent studies (Ho, Jain, and Abbeel 2020; Dhari-
wal and Nichol 2021; Nichol et al. 2021; Rombach et al.

2021; Ramesh et al. 2022), diffusion models have emerged
as a competitor to GAN-based generative models. Re-
cently, DDIM (Song, Meng, and Ermon 2020) converted
the sampling process to a non-Markovian process, enabling
fast and deterministic sampling. Latent diffusion models
(LDM) (Rombach et al. 2021) trained the diffusion model
in a latent space by adopting a frozen pretrained encoder-
decoder structure, which reduces computational complexity.

Meanwhile, conditioning these diffusion models have
been studied to make the controllable generation. In
SDEdit (Meng et al. 2021), proper amounts of noise were
added to a drawing and denoised to recover the realistic
image by the reverse process. DiffusionCLIP (Kim and Ye
2021) encodes the input image by the forward process of
DDIM and finetunes the diffusion network with text-guided
CLIP (Radford et al. 2021) loss. However, there was no
study to consider the connection between dense correspon-
dence and image generation based on the diffusion models
for exemplar-based image translation, which is the topic of
this paper.

Correspondence Learning. Establishing visual corre-
spondences enables building a dense correlation between vi-
sually or semantically similar images. Thanks to the rapid
advance of convolutional neural networks (CNNs), many
works (Long, Zhang, and Darrell 2014; Rocco, Arand-
jelović, and Sivic 2017; Kim et al. 2017, 2018; Cho et al.
2021; Cho, Hong, and Kim 2022) have shown promising re-
sults to estimate semantic correspondence. Incorporating the
correspondence model into the diffusion model is the topic
of this paper.

Preliminaries
Diffusion Models. Diffusion models enable generating a
realistic image from a normal distribution by reversing a
gradual noising process (Sohl-Dickstein et al. 2015; Ho,
Jain, and Abbeel 2020). Forward process, q(·), is a Markov
chain that gradually converts to Gaussian distribution from
the data x0 ∼ q(x0). One step of forward process is defined
as q(xt|xt−1) := N (xt;

√
1− βtxt−1, βtI), where βt is a

pre-defined variance schedule in T steps. The forward pro-
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Figure 2: Overall architecture of MIDMs. For condition image IX and exemplar image IY , we first compute initial matching
and obtain the initial warped feature RX←Y . Then we iteratively compute the diffusion and in-domain alignment with warped
feature rnY and reference Y to finally achieve r0Y that is used to achieve IX←Y .

cess can sample xt at an arbitrary timestamp t in a closed
form:

xt =
√
αtx0 +

√
1− αtϵ,

αt :=
t∏

s=1

(1− βs), ϵ ∼ N (0, I).
(1)

In addition, the reverse process is defined as pθ(xt−1|xt) :=
N (xt−1;µθ(xt, t), σθ(xt, t)I) that can be parameterized us-
ing deep neural network. DDPMs (Ho, Jain, and Abbeel
2020) found that using noise approximation model ϵθ(xt, t)
worked best instead of using µθ(xt, t) to procedurally trans-
form the prior noise into data. Therefore, sampling of diffu-
sion models is performed such that

xt−1 =
1√

1− βt

(
xt −

βt√
1− αt

ϵθ(xt, t)

)
+ σtϵ. (2)

Latent Diffusion Models. Recently, Latent Diffusion
Models (LDM) (Rombach et al. 2021) reduces computation
cost by learning diffusion model in a latent space. It adopts
pretrained encoder E to embed an image to latent space and
pretrained decoder D to reconstruct the image. In LDM, in-
stead of x itself, z = E(x) is used to define a diffusion pro-
cess. Since DDIM (Song, Meng, and Ermon 2020) uses an
Euler discretization of some neural ODE (Chen et al. 2018),
enabling fast and deterministic sampling, LDM also adopted
the DDIM sampling process. Intuitively, the DDIM sampler
predicts z0 directly from zt and then generates zt−1 through
a reverse conditional distribution. In specific, fθ(zt, t) is a
prediction of z0 given zt and t:

fθ(zt, t) :=
zt −

√
1− αtϵθ(zt, t)√

αt
. (3)

The deterministic sampling process of DDIM in LDM is
then as follows:

zt−1 =
√
αt−1fθ(zt, t) +

√
1− αt−1ϵθ(zt, t). (4)

After the diffusion process, an image is recovered such that
x = D(z).

On the other hand, numerous works (Saharia et al. 2021;
Rombach et al. 2021) proposed a way to condition to the dif-
fusion models. In specific, LDM proposes conditional gen-
eration by augmenting diffusion U-Net (Ronneberger, Fis-
cher, and Brox 2015). But these conditioning techniques

cannot be directly applied to exemplar-based image trans-
lation tasks, which is the topic of this paper.

Methodology
Problem Statement
Let us denote a condition image and exemplar image as IX
and IY , e.g., a segmentation map and a real image, respec-
tively. Our objective is to generate an image IX←Y that fol-
lows the content of IX and the style of IY , which is called
an exemplar-based image translation task.

Conventional works (Zhang et al. 2020; Zhan et al. 2021a,
2022) that solved this task typically followed two steps:
cross-domain matching step between input images IX and
IY and image generation step from the warping hypothe-
sis. Specifically, they first extract domain-invariant features
SX and SY from IX and IY , respectively, match them, and
estimate an intermediate warp RX←Y through the matches.
An image generator, especially based on GANs (Goodfel-
low et al. 2014), then generates an output image IX←Y from
RX←Y . However, directly estimating cross-domain corre-
spondence (e.g., sketch-photo) is much more complicated
and erroneous than in-domain correspondence. Thus they
showed limited performance (Zhan et al. 2021b) depending
on the quality of intermediate warped result RX←Y . In ad-
dition, they inherit the limitations of GANs, such as less di-
versity or mode drop in the output distribution (Metz et al.
2016).

Matching Interleaved Diffusion Models (MIDMs)
To alleviate the aforementioned limitations of existing
works (Zhang et al. 2020; Zhan et al. 2021a, 2022), as il-
lustrated in Fig. 2, we introduce matching interleaved diffu-
sion models (MIDMs) that interleave cross-domain match-
ing and diffusion steps to modify the diffusion trajectory to-
wards more faithful image translation, i.e., in a warping-and-
generation framework. Our framework consists of cross-
domain matching and diffusion model-based generation
modules, and they are formulated in an iterative manner. In
the following, we first explain cross-domain matching and
warping, diffusion model-based generation, and their inte-
gration in an iterative fashion.
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(a) Exemplar (b) Condition (c) n = 5 (d) n = 4 (e) n = 2 (f) Synthesis

Figure 3: Examples of iterative matching-and-generation process. (a) exemplar image, (b) condition image, (c)-(e) intermediate
results of iterative process, which are refined gradually (n = 5, 4, 2), and (f) final synthesis result (n = 0).

Similarly to LDM (Rombach et al. 2021), we first define
cross-domain correspondence and diffusion process in the
intermediate latent space from pretrained frozen encoder-
decoder, consisting of encoder E and decoder D, so as to
reduce the computation burden while preserving the image
generation quality. In specific, given the condition image
IX and exemplar image IY , we extract the embedding fea-
tures DX and DY , respectively, through the pretrained en-
coder (Esser, Rombach, and Ommer 2021) such that DX =
E(IX ) and DY = E(IY). We abbreviate these as condition
and exemplar respectively for the following explanations.

Cross-Domain Correspondence and Warping. For the
cross-domain correspondence, our framework reduces a do-
main discrepancy by introducing two additional encoders,
FX and FY for condition and exemplar with separated pa-
rameters, respectively, to extract common features such that
SX = FX (DX ) and SY = FY(DY). To estimate the warp-
ing hypothesis, we compute a correlation map CX←Y de-
fined such that

CX←Y(u, v) =
SX (u)

∥SX (u)∥
· SY(v)

∥SY(v)∥
, (5)

where u and v index the condition and exemplar features,
respectively.

By taking the softmax operation, we can softly warp the
exemplar DY according to CX←Y :

RX←Y(u) =
∑
v

softmax
v

(CX←Y(u, v)/τ)DY(v), (6)

where τ is a temperature, controlling the sharpness of soft-
max operation.

Latent Variable Refinement Using Diffusion Prior. In
this section, we utilize the diffusion process to refine the
warped feature. Intuitively, given an initially-warped one,
we add an appropriate amount of noise according to the
standard forward process of DDPMs (Ho, Jain, and Abbeel
2020) to soften away the unwanted artifacts and distortions
which may stem from unreliable correspondences, while
preserving the structural information of the warped feature.
Specifically, in the diffusion process, we feed RX←Y to for-
ward the process of DDPMs (Ho, Jain, and Abbeel 2020) to
some extent and get the noisy latent variable rNY with proper
N . We then iteratively denoise this, following an accelerated

generation process in (Song, Meng, and Ermon 2020):

rnY =


r̃1Y (n = 0)
√
ατNRX←Y +

√
1− ατN ϵ (n = N)

√
ατn r̃

n+1
Y +

√
1− ατnϵθ(r

n+1
Y , τn+1) (o.w.)

(7)
where r̃nY = fθ(r

n
Y , τn), ϵ ∼ N (0, I), and o.w. means

otherwise. {τn} is a subsequence of time steps in the re-
verse process, i.e., the number of entire steps in the re-
verse process is reduced to T , which is the length of {τn}.
N ∈ (0, T ) is an intermediate step to initiate the reverse pro-
cess. By forwarding diffusion U-net (Rombach et al. 2021)
and matching module iteratively, we get the refined latent
variable r0Y .

Interleaving Correspondence and Reverse Process. In
this section, we explain how cross-domain correspondence
is interleaved with denoising steps in an iterative manner.
The intuition behind this is that matching the warped im-
age and exemplar image is more robustly established than
the matching between initial content and exemplar images
as done in existing methods (Zhang et al. 2020; Zhan et al.
2021a,b; Zhou et al. 2021). Specifically, we first feed the
initially-warped exemplar RX←Y to a noising process to
get rNY . We then feed it to one step of sampling process to
get a fully denoised prediction r̃NY . Note that thanks to non-
Markovian property of DDIM in Eq. 3, we can directly get
a fully denoised prediction r̃NY . In our framework interleav-
ing correspondence and diffusion process, we intercept this,
generate a better warped one, and then return to the denois-
ing trajectory using the posterior distribution in Eq. 4.

In this framework, to achieve better correspondence at
each step, we compute the correlation between SY and r̃nY .
To this end, we extract a feature defined such that

Siter
Y = F iter

Y (r̃nY , DX ), (8)

where F iter
Y (·) is a feature extractor designed for itera-

tion, which receives refined warped exemplar r̃nY and con-
dition DX and mixes using a spatially-adaptive normaliza-
tion (Park et al. 2019). In fact, one can feed the r̃nY to FY
instead of F iter

Y since r̃nY is also from a real distribution.
Nevertheless, as shown in (Zhu et al. 2020a), we observe
that injecting the conditionDX into the feature extractor can
help to align the features and build more correct correspon-
dences. We then compute a correlation map C iter

X←Y with SY
and Siter

Y and extract the Rr̃nY←Y . By returning Rr̃nY←Y to
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the denoising trajectory according to Eq. 4, we can obtain
rn−1Y . By iterating the above process, we finally obtain r0Y .
To summary, for 1 ≤ n < N , we change r̃n+1

Y in Eq. 7 to
Rr̃n+1

Y ←Y as follows:

rnY =
√
ατnRr̃n+1

Y ←Y +
√
1− ατnϵθ(r

n+1
Y , τn+1). (9)

Confidence-Aware Matching. There is a trade-off be-
tween bringing the details of exemplar faithfully and gener-
ating an image that matches the condition image, e.g., in the
case of the condition image having earrings that do not exist
in exemplar image (Zhang et al. 2020). To address this prob-
lem, we additionally propose a confidence-based masking
technique. Specifically, we utilize a cycle-consistency (Jiang
et al. 2021) as the matching confidence at each warping step.
We define the confidence mask such that

Mr̃nY←Y(u) = 1(∥u− ψY←r̃nY
(ψr̃nY←Y(u))∥

2
2 < γ) (10)

where ψ is a warping function (Jiang et al. 2021) and γ is a
threshold constant. Using this confidence mask Mr̃nY←Y , we
only rewarp the confident region and the rest region skips
the rewarping process in Eq. 9 as

rnY =
√
ατn(Mr̃nY←Y ⊙Rr̃n+1

Y ←Y + (1−Mr̃nY←Y)⊙ r̃n+1
Y )

+
√
1− ατnϵθ(r

n+1
Y , τn+1),

(11)
for 1 ≤ n < N . With this technique, the regions with low
matching confidence intend to follow the reverse process of
the general diffusion model. Intuitively, it allows selective
control of the generative power depending on the matching
confidence of the regions, which alleviates the aforemen-
tioned problem.

Image Reconstruction. Finally, we get the translated im-
ages by returning the latent variables to image space such
that IX←Y = D(r0Y). We illustrate the whole process de-
scribed above in Fig. 3.

Loss Functions
Our model incorporates several losses to accomplish photo-
realistic image translation. Note that we fine-tune the diffu-
sion model with our loss functions.

Losses for Cross-Domain Correspondence. We use a
pseudo-ground-truth image of a condition input image IX as
I ′X . We need to ensure that the extracted common features
SX and S ′X are in the same domain.

Ldom = ∥S′X − SX ∥1. (12)

In addition, the warped features should be cycle-consistent,
which means that the exemplar needs to be returnable from
the warped features. Because of our interleaved warping and
generation process, we can acquire the cyclic-warped fea-
tures at every n-th step:

Lcycle =
∑

n
∥RY←r̃n+1

Y ←Y −DY∥1, (13)

where RY←r̃n+1
Y ←Y is the cyclic-warped reference feature

at n-step.
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Figure 4: Qualitative results for edge-to-face on CelebA-
HQ (Liu et al. 2015): (from top to bottom) exemplars, con-
dition and results by CoCosNet (Zhang et al. 2020) and our
MIDMs.

Finally, when we warp the ground-truth feature D′X with
the correlation CX←X ′ , we can obtain RX←X ′ , and this is
consistent in terms of semantics, with the original ground-
truth feature D′X , building a source-condition loss Lsrc as
specified below:

Lsrc = ∥ϕl(IX←X ′)− ϕl(I
′
X )∥1, (14)

where ϕl is a l-th activation layer of pretrained VGG-19
model (Simonyan and Zisserman 2015).

Losses for Image-to-image Translation. We use a per-
ceptual loss (Johnson, Alahi, and Fei-Fei 2016) to maximize
the semantic similarity since the semantic of the produced
image should be consistent with the conditional input IX or
the ground truth I ′X , denoted as follows:

Lperc = ∥ϕl(IX←Y)− ϕl(I
′
X )∥1. (15)

Besides, we encourage the generated image IX←Y to take
the style consistency with the semantically corresponding
patches from the exemplar I ′X . Thus, we choose the con-
textual loss (Mechrez, Talmi, and Zelnik-Manor 2018) as a
style loss, expressed in the form of:

Lstyle = − log
(∑

l
µiCXij(ϕl(IX←Y), ϕl(IY)

)
(16)

where CXij is a contextual similarity function between im-
ages (Mechrez, Talmi, and Zelnik-Manor 2018).

Loss for Diffusion. We fine-tune a pretrained diffusion
model (Rombach et al. 2021). The diffusion objectives are
defined as:

Ldiff =
∑

n
∥ϵθ(rn+1

Y , τn+1)− ϵ∥2, (17)

where ϵ is random noise used in the forward process of the
diffusion (Ho, Jain, and Abbeel 2020).

Experiments
Experimental Settings
Datasets. Following the previous literature (Zhang et al.
2020; Zhan et al. 2021b,a), we conduct experiments over
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Methods

DeepFashion (Liu et al. 2016) CelebA-HQ (Liu et al. 2015)

w/ sources w/ exemplars w/ sources w/ exemplars
FID ↓ SWD ↓ LPIPS ↑ FID ↓ FID ↓ SWD ↓ LPIPS ↑ FID ↓

Pix2pixHD (Wang et al. 2018) 25.20 16.40 - - 42.70 33.30 - -
SPADE (Park et al. 2019) 36.20 27.80 0.231 - 31.50 26.90 0.187 -
SelectionGAN (Tang et al. 2019) 38.31 28.21 0.223 - 34.67 27.34 0.191 -
SMIS (Zhu et al. 2020b) 22.23 23.73 0.240 - 23.71 22.23 0.201 -
SEAN (Zhu et al. 2020a) 16.28 17.52 0.251 - 18.88 19.94 0.203 -
UNITE (Zhan et al. 2021a) 13.08 16.65 0.278 - 13.15 14.91 0.213 -
CoCosNet (Zhang et al. 2020) 14.40 17.20 0.272 11.12 14.30 15.30 0.208 11.01
CoCosNet v2 (Zhou et al. 2021) 12.81 16.53 0.283 - 12.85 14.62 0.218 -
MCL-Net (Zhan et al. 2022) 12.89 16.24 0.286 - 12.52 14.21 0.216 -

MIDMs (Ours) 10.89 10.10 0.279 8.54 15.67 12.34 0.224 10.67

Table 1: Quantitative evaluation on DeepFashion and CelebA-HQ datasets. The comparisons are performed with three widely
used evaluation metrics FID (Heusel et al. 2017), SWD (Karras et al. 2017) and LPIPS (Zhang et al. 2018). Some metrics for
method that cannot be experimented because the codes or trained weights are not available are left blank.
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Figure 5: Qualitative results for keypoints-to-photos on
DeepFashion (Liu et al. 2016). (from top to bottom) exem-
plars, condition and results by CoCosNet (Zhang et al. 2020)
and our MIDMs.

the CelebA-HQ (Liu et al. 2015), and DeepFashion (Liu
et al. 2016) datasets. CelebA-HQ (Liu et al. 2015) dataset
provides 30,000 images of high-resolution human faces at
1024×1024 resolution, and we construct the edge maps us-
ing Canny edge detector (Canny 1986) for conditional in-
put. DeepFashion (Liu et al. 2016) dataset consists of 52,712
full-length person images in fashion cloths with the key-
points annotations obtained by OpenPose (Cao et al. 2021).
Also, we use LSUN-Churches (Yu et al. 2015) to conduct
the experiments of segmentation maps-to-photos. In the case
of LSUN-Churches dataset, we generate segmentation maps
using Swin-S (Liu et al. 2021) trained on ADE20k (Zhou
et al. 2017).

Implementation Details. We use AdamW opti-
mizer (Loshchilov and Hutter 2017) for the learning
rate of 3e−6 for the correspondence network, and 1.5e−7
for the backbone network of the diffusion model. We use
multi-step learning rate decay with γ = 0.3. We conduct our
all experiments on RTX 3090 GPU, and we provide more
implementation details and pseudo code in the Appendix.
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Figure 6: Qualitative results for segmentation maps-to-
photos on LSUN-Churches (Yu et al. 2015).

Methods
Style relevance Semantic

consistencyColor Texture

Pix2PixHD (Wang et al. 2018) - - 0.914
SPADE (Park et al. 2019) 0.955 0.927 0.922
MUNIT (Huang et al. 2018) 0.939 0.884 0.848
EGSC-IT (Ma et al. 2018) 0.965 0.942 0.915
CoCosNet (Zhang et al. 2020) 0.977 0.958 0.949

MIDMs (Ours) 0.982 0.962 0.915

Table 2: Quantitative evaluation of style relevance and se-
mantic consistency on CelebA-HQ (Liu et al. 2015).

Evaluation Metrics. To evaluate the translation re-
sults comprehensively, we report Fréchet Inception Score
(FID) (Heusel et al. 2017) and Sliced Wasserstein dis-
tance (SWD) to evaluate the image perceptual quality, (Kar-
ras et al. 2017), and Learned Perceptual Image Patch Sim-
ilarity (LPIPS) (Zhang et al. 2018) scores to evaluate the
diversity of translated images. Furthermore, we employ the
style relevance and semantic consistency metrics (Zhang
et al. 2020) using a pretrained VGG model (Simonyan
and Zisserman 2015), which measures the cosine similar-
ity between features of translated results and exemplar in-
puts. Specifically, the low-level features (i.e., outputs of pre-
trained VGG network at relu1 2 and relu2 2 layers) are
used to calculate color and style relevance, and high-level
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Figure 7: User studies on CelebA-HQ (Liu et al. 2015) and
DeepFashion (Liu et al. 2016).

features (i.e., outputs of relu3 2,relu4 2 and relu5 2
layers) are used to compute the semantic consistency score.

Qualitative Evaluation
Fig. 4 and Fig. 5 demonstrate qualitative results with respect
to different condition styles compared to CoCosNet (Zhang
et al. 2020). As can be seen therein, our method translates
the detailed style of exemplar well in both datasets, preserv-
ing the structures of condition images. We also show diverse
results on LSUN-Churces (Yu et al. 2015) in Fig. 6.

Quantitative Evaluation
Table 1 shows quantitative comparison with other exemplar-
based image translation methods. MIDMs outperform with
large gaps in terms of SWD in both datasets. Also in
other metrics, our method demonstrates superior or com-
petitive performance. The semantic consistency and style
consistency performance evaluations are summarized in Ta-
ble 2. The proposed method achieves the best style rele-
vance scores including both color and texture. We addition-
ally evaluate the FID score compared with not only the dis-
tribution of source images as prior works (Zhang et al. 2020;
Van den Oord, Li, and Vinyals 2018) did, but also the distri-
bution of exemplar images. In terms of FID compared with
the distribution of exemplar images, MIDMs show superior
results on all datasets we experiment with, which can be seen
that our method translates the style of exemplar better.

User Study
Finally, we conduct a user study to compare the subjective
quality of the translated results in Fig. 7. From 61 partici-
pants, we ask to rank all the methods in terms of style rele-
vance and quality. In all studies, we outperform the CoCos-
Net (Zhang et al. 2020) and UNITE (Zhan et al. 2021a).

Ablation Study
We conduct ablation studies to demonstrate our model can
find better correspondence generating more realistic images.
Also, more ablation studies can be found in the Appendix.

Network Designs. From our best model, we validate our
contribution by taking out the components of our model one
by one in Table 3. We observe a consistent decrease in per-
formance when each component is removed. We can find
that confidence masking is effective for our model. Replac-
ing the recurrent matching process with one-time matching

Models FID↓ SWD↓
Ours 15.67 12.34
(-) Confidence Masking 19.21 16.01
(-) Recurrent Matching 24.76 23.71
(-) Diffusion U-Net 128.70 34.59

Table 3: Ablation study on the variants of components. The
baseline is our best model, and we validate the performance
on CelebA-HQ (Liu et al. 2015) by removing the elements
one by one.

Noise FID↓
20% 23.67
25% 15.67
30% 16.01
35% 19.20

Table 4: Performance with respect to the noise levels at
sampling. We evaluate the performance on CelebA-HQ (Liu
et al. 2015).

Loss FID↓
Ours 15.67
w/o Lcycle 16.18
w/o Lstyle 19.23
w/o Lperc 16.51
w/o Ldom 16.68
w/o Lsrc 72.25

Table 5: Ablation study on each loss function. We evaluate
the performance on CelebA-HQ (Liu et al. 2015).

degrades the image quality significantly, which proves the
superiority of our approach compared to the matching-then-
generation framework.

Evaluations on Different Noise Levels. We also evaluate
the FID score of our model for the different noise labels,
and the results are shown in Table 4. We observe that the
proposed method with the 25% noise level shows the best
performance.

Loss Functions. We conduct an ablation study to confirm
the performance contribution of each loss function, by re-
moving the loss term from our overall loss functions, and
the result is shown in Table 5:

Conclusion
In this paper, we presented MIDMs that interleave cross-
domain matching and diffusion steps in the latent space by
iteratively feeding the intermediate warp into the noising
process and denoising it to generate a translated image. To
the best of our knowledge, it is the first attempt to use the
diffusion models as a competitor to GANs-based methods in
exemplar-based image translation. Thanks to the joint syn-
ergy of the proposed modules, the style of exemplar were
reliably translated to the condition input. Experimental re-
sults show the superiority of our MIDMs for exemplar-based
image translation as well as a general image translation task.
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