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Abstract

Current 3D single object tracking methods are typically based
on VoteNet, a 3D region proposal network. Despite the suc-
cess, using a single seed point feature as the cue for off-
set learning in VoteNet prevents high-quality 3D proposals
from being generated. Moreover, seed points with different
importance are treated equally in the voting process, ag-
gravating this defect. To address these issues, we propose
a novel global-local transformer voting scheme to provide
more informative cues and guide the model pay more at-
tention on potential seed points, promoting the generation of
high-quality 3D proposals. Technically, a global-local trans-
former (GLT) module is employed to integrate object- and
patch-aware prior into seed point features to effectively form
strong feature representation for geometric positions of the
seed points, thus providing more robust and accurate cues
for offset learning. Subsequently, a simple yet effective train-
ing strategy is designed to train the GLT module. We de-
velop an importance prediction branch to learn the potential
importance of the seed points and treat the output weights
vector as a training constraint term. By incorporating the
above components together, we exhibit a superior tracking
method GLT-T. Extensive experiments on challenging KITTI
and NuScenes benchmarks demonstrate that GLT-T achieves
state-of-the-art performance in the 3D single object tracking
task. Besides, further ablation studies show the advantages
of the proposed global-local transformer voting scheme over
the original VoteNet. Code and models will be available at
https://github.com/haooozi/GLT-T.

Introduction
3D single object tracking (SOT) in point clouds is a funda-
mental computer vision task and provides an essential com-
ponent in various practical applications, such as autonomous
driving and mobile robotics (Zhang and Tao 2020; Nie et al.
2022b). Given a 3D bounding box (BBox) in the first frame
as the target template, the SOT task aims to keep track this
target in a sequence of continuous frames (Kristan et al.
2021).

Recently, Siamese architecture has achieved great success
in 3D SOT. As the pioneer, SC3D (Giancola, Zarzar, and
Ghanem 2019) uses a Kalman filter to generate a series of
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Figure 1: Schematic illustration to show how GTL-T works.
Compared with the existing 3D Siamese tracking methods,
we present a global-local transformer voting scheme to gen-
erate 3D proposals.

candidate 3D BBoxes in current frame, and selects the BBox
with the highest similarity to the template as predicted re-
sult. However, SC3D is not end-to-end trainable and con-
sumes much computational overhead for matching exhaus-
tive 3D candidate BBoxes. To solve these issues, an end-
to-end framework P2B (Qi et al. 2020) is proposed. It in-
troduces a 3D region proposal network (RPN), i.e., VoteNet
(Qi et al. 2019) to generate 3D proposals and predict the
best one as tracking BBox. Benefiting from the VoteNet,
P2B obtains excellent performance in terms of both accu-
racy and efficiency. Nevertheless, some inherent defects in
VoteNet prevent high-quality proposals from being gener-
ated, thereby limiting the tracking performance. Different
from the follow-up works (Shan et al. 2021; Wang et al.
2021b) that have rarely investigated the voting scheme of
VoteNet, we point out its two defects as follows:

• The voting scheme uses only a single point feature as the
cue to infer the offsets of seed points to the target centers,
making it difficult to generate high-quality proposals due
to the limited representation ability of point feature.

• Seed points located at different geometric positions in the
target objects contribute differently to learning the off-
sets. However, existing methods treat them equally in the
voting scheme, greatly distracting the model in training
and leading to sub-optimal proposals.

In this paper, we propose a novel global-local transformer
voting scheme for tracking (GLT-T) to address the above
challenges. A schematic illustration of GLT-T is shown in
Fig. 1. To provide more informative cues for offset learn-
ing, we revisit the feature representation requirement in vot-
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ing process and suggest a reasonable assumption: modeling
feature prior about the geometric position of seed points in
the target object can significantly assist in learning the off-
sets of seed points to the target centers. To achieve this goal,
we propose to integrate object- and patch-aware prior into
the voting network to infer the position of seed points, pro-
viding more robust and accurate cues for offset learning.
Motivated by that point transformer (Zhao et al. 2021) has
powerful global and local modeling capabilities as well as
its inherent permutation invariance, we elaborately design
the global-local transformer (GLT) module, a cascaded net-
work for voting. In contrast to the original point transformer
that only encodes the intensity features of point clouds, the
proposed cascaded transformer structure also effectively en-
codes the geometric features. Thus, the GLT module can
model the useful geometric position prior of seed points lo-
cated in the target object, guiding more accurate offset learn-
ing. Specifically, global-level self-attention and local-level
self-attention are designed as the core components. On the
one hand, the global-level self-attention encodes the geomet-
ric feature of each seed point by integrating global object in-
formation. On the other hand, the local-level self-attention
enhances the geometric feature representation of each seed
point by integrating local patch information.

To emphasize the different importance of seed points,
making the voting network pay more attention on the seed
points that enjoy large potential to offset to the target cen-
ters. We therefore propose to address this challenge by in-
troducing a weights vector as the constraint term to train the
GLT module. The weights vector plays an important role
in emphasizing seed points, since it describes how difficult
the seed points offset to the target centers. Inspired by the
concept of centerness (Tian et al. 2019) used in 2D object
detection (Zhang et al. 2020; Ma et al. 2020), which repre-
sent the potential object centers, we propose an importance
prediction branch to learn this weight vector. Generally, the
seed points with rich object location information are prone
to offset to the target centers, and deserve much attention.
Thus, we attach this branch to the global-transformer block
that encodes the object-aware geometric prior to learn the
importance of seed points.

Our main contributions can be summarized as follows:

• We propose a novel GLT-T method for 3D single object
tracking, alleviating the long-standing unresolved voting
problem by a GLT module and a training strategy. To the
best of our knowledge, this is the first attempt to improve
the voting scheme.

• GLT module leverages both the global-level and local-
level self-attention to encode object- and patch-aware
prior and provide informative cues for offset learning,
thus producing high-quality 3D proposals and signifi-
cantly enhancing tracking performance.

• Extensive experiments on KITTI (Geiger, Lenz, and Ur-
tasun 2012) and NuScenes (Caesar et al. 2020) show that
GLT-T achieves SOTA performance.

Related Work
3D Single Object Tracking
Early 3D SOT methods (Asvadi et al. 2016; Liu et al. 2018;
Pieropan et al. 2015; Bibi, Zhang, and Ghanem 2016; Kart
et al. 2019) mainly track objects in RGB-D domain. Al-
though delivering promising results, the RGB-D trackers
may fail to track the targets when the RGB-D information
is degraded, e.g., due to illumination and weather variations.
Since 3D point cloud data captured by LiDAR sensors is in-
sensitive to the these variations, point cloud-based SOT has
attracted great attention recently. SC3D (Giancola, Zarzar,
and Ghanem 2019) is the first 3D Siamese tracker using pure
point clouds. P2B (Qi et al. 2020) introduces a 3D region
proposal network (RPN) (i.e., VoteNet (Qi et al. 2019)) and
achieves SOTA performance in terms of both accuracy and
efficiency. It adopts a tracking-by-detection scheme, which
employs a VoteNet to generate 3D proposals and predicts the
proposal with the highest score for tracking. Inspired by this
strong baseline, many follow-up works have been proposed.
BAT (Zheng et al. 2021) propose a box-aware feature en-
hancement module to replace the point-wise correlation op-
eration in P2B. Besides, LTTR (Cui et al. 2021) and PTTR
(Zhou et al. 2022) also propose different correlation opera-
tions using 3D transformers to promote feature interactions.
However, due to the aforementioned issues of the common
component VoteNet, the tracking performance is limited by
the unsatisfactory proposals.

To solve this limitation, MLVSNet (Wang et al. 2021b)
presents a multi-level voting strategy that uses the multi-
layer features of backbone for voting. Similarly, PTT (Shan
et al. 2021) proposes a feature enhancement module with
transformer to guide powerful seed point features that par-
ticipate in voting. However, they fail to consider improving
the feature representation for offset learning, and give equal
attention to seed points. In this paper, we deeply investigate
the voting procedure and the learning of better feature rep-
resentation. To this end, we develop a novel voting scheme
with a GLT module and a training strategy to guide more
accurate offset learning and produce high-quality 3D pro-
posals, thus improving the tracking performance.

Transformer
Transformer is originally proposed in the area of natural lan-
guage processing (Vaswani et al. 2017), showing an excel-
lent ability in modeling long-range dependency. It becomes
popular in computer vision recently and has been widely
used for image classification (Liu et al. 2021; Xu et al. 2021;
Zhang et al. 2022a,b), object detection (Carion et al. 2020;
Wang et al. 2021a, 2022), pose estimation (Xu et al. 2022),
and object tracking (Lan et al. 2022; Nie et al. 2022a). The
success motivates researchers to extend it to 3D point cloud
tasks. Due to the operations such as linear layer, softmax and
normalization maintain the permutation invariance of point
clouds, 3D transformers are well suited for point cloud pro-
cessing (Zhao et al. 2021; Guo et al. 2021; Lu et al. 2022).

In 3D SOT, several transformer tracking methods (Cui
et al. 2021; Zhou et al. 2022; Shan et al. 2021) have been
proposed. They either use self-attention to further process
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Figure 2: Overview of our proposed GLT-T. Given a template and search region, we first utilize PointNet++ (Qi et al. 2017b) to
extract the point features, and fuse them with a box-aware feature correlation (Zheng et al. 2021) to output seed points. We then
apply the proposed global-local transformer voting scheme to generate 3D proposals. Finally, we perform decoupled prediction
head to verify the input proposals and output a final 3D BBox.

features or use cross-attention to interact features from tem-
plate and search region. In contrast, we elaborate the global-
level and local-level self-attention in GLT module to encode
object- and patch-aware prior, allowing to provide informa-
tive cues for offset learning. Moreover, we emphasize the
more important seed points by introducing a novel impor-
tance prediction branch.

Methodology
Overview
For 3D object tracking, a template point cloud P t = {pti}

Nt
i=1

together with the 3D BBox Bt = (xt, yt, zt, wt, ht, lt, θt)
in initial frame are given, where (x, y, z) and (w, h, l) de-
notes the center coordinate and size, θ is the rotation an-
gle around up-axis. The goal is to locate this template tar-
get in search region P s = {psi}

Ns
i=1 and output a 3D BBox

Bs = (xs, ys, zs, θs) frame by frame, where Nt and Ns de-
note the number of input points for template and search re-
gion. Notably, since the target size is kept constant in all
frames, we output only 4 parameters to represent Bs. The
tracking process can be formulated as:

track : GLT-T(P t, P s) → (xs, ys, zs, θs), (1)

where GLT-T is detailed in Fig. 2. It involves two stages to
perform tracking: 1) Feature Augmentation, and 2) 3D Pro-
posal and Verification. In the first stage, we employ Point-
Net++ (Qi et al. 2017b) as the Siamese backbone to extract
point features and output the seed points by a box-aware fea-
ture correlation presented in BAT (Zheng et al. 2021). In the
second stage, we propose a global-local-transformer voting
method to generate 3D proposals {(xp, yp, zp)}Kp=1, where
K denotes the number of proposals. Furthermore, we de-
couple the prediction head to predict the confidence scores
of the 3D proposals and their rotation angles {θp}Kp=1. The
proposal (xp, yp, zp) with the highest confidence score and
the corresponding θp jointly represent the final 3D BBox.

Global-Local Transformer for Voting
We devise a global-local transformer based voting scheme to
learn accurate offsets. Specifically, the seed points located

on the target surface are used to regress the target center
and generate accurate 3D proposals {(xp, yp, zp)}Kp=1. As
shown in Fig. 3, our voting scheme has three essential com-
ponents: a Global Transformer, a Local Transformer and a
Training Strategy. Given the seed points S = {si}Ms

i=1, where
si = [fi; ci] ∈ RD+3, fi ∈ RD and ci ∈ R3 represent
the D-dimension features and 3D coordinate of point si. We
first use the global transformer block to encode the object-
aware information for the seed points: [fi; ci] → fg

i . Af-
terwards, the local transformer block is used to further en-
code the patch-aware information: [fg

i ; ci] → fgl
i . With the

cascaded global-local transformer module, informative cues
are integrated into the seed points for voting. In addition, an
importance prediction branch induced by the global trans-
former block is introduced to learn the weights vector, which
assigns importance weights to the seed points in training.
Global Transformer. The Global Transformer block takes
the seed points S = {si}Ms

i=1 as its inputs. As shown in
Fig. 3, we use a linear layer to embed the original fea-
tures {fi}Ms

i=1 into {f∗
i }

Ms
i=1 to obtain query (Q), key (K)

and value (V), where f∗
i ∈ RC . Meanwhile, position en-

coding is added. It enables the attention operation to adapt
to different ranges of information. To model object-aware
prior and account for computational efficiency, we propose
a sparse sampling strategy to provide global geometric shape
information ciss for each seed point ci. The success of this
sparse sampling is owing to the feature similarity of neigh-
boring points.In practice, we first calculate the distance ma-
trix {Di,j}Ms,Ms

i=1,j=1 of the seed points by:

Di,j =∥ ci − cj ∥2, ∀i, j ∈ {1, 2, ...,Ms}, (2)

where ∥ · ∥2 denotes L2-norm. Then, each row of the ma-
trix {Di,j}Ms,Ms

i=1,j=1 is ordered from smallest to largest, and
m seed points are sparsely sampled as the ciss as follows:

ciss =
Ms

sort
j=1

(Di,j)[::
Ms

m
], ∀i ∈ {1, 2, ...,Ms}. (3)

Given the global geometric shape information ciss ∈ Rm×3,
we consider using the relative position between ci and ciss,
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Figure 3: Schematic illustration of GLT voting scheme. It
consists of three components: a Global Transformer, a Local
Transformer and a Training Strategy. Given the seed points
including features and coordinates as inputs, the cascaded
global-local transformer encode the object- and patch-aware
information for seed points to perform voting. An impor-
tance prediction branch is bridged after the global trans-
former block, which is used to learn importance weights of
seed points to constrain the training process.

i.e., ci − ciss, which captures geometric spatial information,
to get the position encodings Pos F = {pos fi}Ms

i=1:

pos fi = φg(ci − ciss), (4)

where pos fi ∈ Rm×C and φg(·) is a two-layer MLP net-
work with ReLU (Glorot, Bordes, and Bengio 2011).

After getting the feature embedding and position encod-
ing, the global-level self-attention is designed to integrate
the features of global sparse points for each seed point. We
use a vector attention operator (as shown in Fig. 4) to per-
form information integration since it can model both channel
and spatial information interactions, which is more efficient
than scalar attention for point cloud transformer. Mathemat-
ically, the global-level self-attention can be formulated as:

{fglsa
i }Ms

i=1 = GLSA(Q,K, V, Pos F )

= Softmax(ϕ(ωq(Q)− ωks(K)

+ Pos F )) · (ωvs(V ) + Pos F ),

(5)

where ωq(·) is a linear layer, ωks/ωvs(·) is a linear layer
with sparse sampling and ϕ(·) is a two-layer MLP network
with ReLU. Finally, {fglsa

i }Ms
i=1 is fed into a feed-forward

network, and then added with the original features {fi}Ms
i=1

to get the final output {fg
i }

Ms
i=1:

{fg
i }

Ms
i=1 = Norm(FFN({fglsa

i }Ms
i=1) + {fi}Ms

i=1), (6)

where FFN is a linear layer that maps the size RC to RD, and
Norm denotes a layer normalization function to increase the
fitting ability of the network.
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Figure 4: Illustration of the vector attention. It first projects
query, key and value into a latent space and samples the
global / local region features from the key and value (N =
m and N = n for global-level self-attention and local-level
self-attention, respectively).Then a MLP and a Softmax op-
erator are employed to generate the attention matrix. Based
on it, we apply a product dot on the value and obtain the final
output by calculating the sum along the attention dimension.

Local Transformer. To further provide powerful cues for
voting, we use the Local Transformer block to model patch-
aware prior to enhance the geometric feature representation.
The local transformer block has a similar structure to the
global transformer block as shown in Fig. 3. Differently,
we extract the local region information ciks around ci by
K-nearest-neighbor (KNN) sampling:

ciks =
n

min
j=1

(Di,j), ∀i ∈ {1, 2, ...,Ms}, (7)

where ciks ∈ Rn×3, n controls the size of the local region.
By encoding the relative position between each seed point
and the corresponding n nearest neighbor points, the geo-
metric feature representation of each seed point is enhanced,
which is beneficial to learn offsets to the target center.

With the enhanced seed point features {fgl
i }Ms

i=1 that are
incorporated with both object- and patch-aware prior, a vot-
ing module is employed to learn the offsets:

[∆fv
i ; ∆cvi ] = Voting([fgl

i ; ci])

[fv
i ; c

v
i ] = [fgl

i ; ci] + [∆fv
i ; ∆cvi ],

(8)

where Voting(·) is a three-layer MLP network with batch
normalization and ReLU. It learns the feature residuals and
coordinate offsets for the seed points participating in the vot-
ing process. At the end, we sample K (K < Ms) 3D pro-
posals {(xp, yp, zp)}Kp=1 from {cvi }

Ms
i=1 using farther point

sampling (FPS) (Qi et al. 2017a).
Training Strategy. Considering that the seed points have
different impact on learning the offset to the target center,
as well as only one proposal is predicted as final 3D BBox,
we propose a training strategy to distinguish the importance
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of seed points in the voting process, enabling the network
to focus on the seed points that are easier to offset to the
target center. To this end, an importance prediction branch
bridged behind the global transformer block is introduced to
learn the weights vector, as shown in Fig. 3. This branch is
implemented as a three-layer MLP, and the weights vector
{Ii}Ms

i=1 is calculated by:
Ii = MLP(fg

i ), (9)
where Ii denotes the importance weight of the i-th seed
point. To make this weights vector able to represent the im-
portance of seed points, we use supervised learning to train
this branch. The seed points within the target object are de-
fined as positive samples and the others are defined as neg-
ative samples. Then we use a binary cross entropy loss Lbce

for {Ii}Ms
i=1, and the optimization objective is defined as:

Limp =
1

Ms

Ms∑
i=1

Lbce(Ii, oi), (10)

where oi denotes the label for i-th seed point, i.e., oi = 1 and
oi = 0 for positive and negative sample, respectively. Using
this weights vector, we assign importance weights for seed
points in training. In fact, higher weighted points deserve
more attention, so we use a modified smooth L1 loss for
offset learning:

Loff =
1∑Ms

i=0 oi

Ms∑
i=0

smoothL1(c
v
i , c

l) · (1+ Ii) · oi, (11)

where c[0] = x, c[1] = y, c[2] = z and cl is the ground truth
of target center. As illustrated in Eq. 11, the loss for different
seed points is dynamically adjusted according to {Ii}Ms

i=1.

Decoupled Prediction Head
Most existing trackers use a single MLP as the coupled pre-
diction head, which simultaneously predicts the scores, rota-
tion angles, and refined locations of the proposals. However,
the three sub-tasks require different features, so the coupled
prediction head leads to suboptimal performance. To solve
this issue, we decouple the prediction head and use three
MLP networks to perform the prediction task, in which each
MLP corresponds to one sub-task. Specifically, as shown in
Fig. 2, the decoupled prediction head consists of three sub-
prediction heads: 3d-center head, rotation angle head and
score head, and each prediction head is composed of a three-
layer MLP network with normalization and ReLU. The first
two linear layers keep the feature dimension fixed, while the
last layer aligns the output feature dimension according to
the different sub-tasks. With a slight increase in model com-
plexity, the tracking performance is effectively improved by
the decoupled prediction head.

Training Loss
The overall loss arises from two sources, i.e., voting network
and prediction head. It is defined as:

L = Loff + λ1Limp + λ2Lscore + λ3Lcenter,rot, (12)
where λ1, λ2 and λ3 are hyper-parameters to balance differ-
ent losses. Details about Lscore and Lcenter,rot can be found
in (Qi et al. 2020).

Experiments
Experiment Setup
Datasets. Following previous works, KITTI (Geiger, Lenz,
and Urtasun 2012) and NuScenes (Caesar et al. 2020)
datasets are adopted to train and test the proposed GLT-T
method. KITTI contains 21 training LiDAR sequences and
29 test LiDAR sequences, which are sampled at 10Hz. Since
the test sequence is not open, we follow the common pro-
tocol and divide the training LiDAR sequences into train-
ing set (0-16), validation set (17-18) and test set (19-20).
NuScenes is a more challenging dataset, containing 1,000
scenes and providing the LiDAR annotations at 2Hz. Fol-
lowing BAT (Zheng et al. 2021), we train our GLT-T model
on training set, and evaluate the performance on validation
set with key frames.
Evaluation Metrics. Following the common practice, we
use One Pass Evaluation (OPE) (Wu, Lim, and Yang 2013)
to measure the metrics Success and Precision and report the
performance of different trackers. Given a predicted BBox
and the corresponding ground truth BBox, the Intersection
Over Union (IoU) between them is defined as overlap and
the distance between their centers is defined as error. Success
denotes the Area Under the Curve (AUC) with the overlap
threshold ranging from 0 to 1, while Precision denotes the
AUC with the error threshold ranging from 0 to 2 meters.

Comparison With SOTA Methods
Results on KITTI. We compare our GLT-T with all rele-
vant SOTA methods. The results of four categories, includ-
ing Car, Pedestrian, Van and Cyclist, as well as their mean
results are presented in Table 1. As reported, GLT-T out-
performs all comparison methods in overall performance.
Specifically, we obtain the best Success or Precision values
under all categories. In particular, for Van and Cyclist cate-
gories with small instances, GLT-T achieves superior perfor-
mance, implying that the GLT module can still effectively
form strong object- and patch-aware prior under the con-
dition of small training samples. Furthermore, compared to
the SOTA method BAT, GLT-T exhibits a significant perfor-
mance gain by 10.1% and 9.4% in terms of mean Success
and Precision, respectively. Although BAT achieves the im-
pressive performance in Car and Pedestrian categories, our
method GLT-T still outperforms it by a remarkable advan-
tage. The improvements are attributed to our voting scheme,
which can generate high-quality 3D proposals and thus im-
proves the tracking accuracy. The voting scheme is further
analyzed in the follow-up ablation study.
Results on NuScenes. To further evaluate GLT-T, compar-
ative experiments are conducted on the more challenging
dataset NuScenes with four different categories, including
Truck, Trailer, Bus and Motorcycle. We select the track-
ers that have reported performance on the Nuscenes dataset
as comparisons. As shown in Table 2, GLT-T achieves the
best performance and outperforms BAT by 7.8% (Success)
and 9.6% (Precision). Besides, due to the various outdoor
scenes involved in this dataset, the promising performance
of our method proves its generalizability to real-world track-
ing point cloud sequences.
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Category Car Pedestrian Van Cyclist Mean
Frame Number 6424 6088 1248 308 14068

SC3D (Giancola, Zarzar, and Ghanem 2019) 41.3 / 57.9 18.2 / 37.8 40.4 / 47.0 41.5 / 70.4 31.1 / 48.5
P2B (Qi et al. 2020) 56.2 / 72.8 28.7 / 49.6 40.8 / 48.4 32.1 / 44.7 42.4 / 60.0

F-Siamese (Zou et al. 2020) 37.1 / 50.6 16.2 / 32.2 - / - 47.0 / 77.2 - / -
3D-SiamRPN (Fang et al. 2020) 58.2 / 76.2 35.2 / 56.2 45.6 / 52.8 36.1 / 49.0 46.6 / 64.9

PTT (Shan et al. 2021) 67.8 / 81.8 44.9 / 72.0 43.6 / 52.5 37.2 / 47.3 55.1 / 74.2
LTTR (Cui et al. 2021) 65.0 / 77.1 33.2 / 56.8 35.8 / 48.4 66.2 / 89.9 48.7 / 65.8

MLVSNet (Wang et al. 2021b) 56.0 / 74.0 34.1 / 61.1 52.0 / 61.4 34.3 / 44.5 45.7 / 66.6
BAT (Zheng et al. 2021) 60.7 / 74.9 42.1 / 70.1 31.5 / 38.9 53.0 / 82.5 50.0 / 69.9

V2B (Hui et al. 2021) 70.5 / 81.3 48.3 / 73.5 50.1 / 58.0 40.8 / 49.7 58.4 / 75.2
PTTR (Zhou et al. 2022) 65.2 / 77.4 50.9 / 81.6 52.5 / 61.8 65.1 / 90.5 57.9 / 78.2

GLT-T (ours) 68.2 / 82.1 52.4 / 78.8 52.6 / 62.9 68.9 / 92.1 60.1 / 79.3

Table 1: Performance comparison with SOTA methods on the KITTI dataset. Success / Precision are used for evaluation. Bold
and underline denote the best result and the second-best one, respectively

Category Truck Trailer Bus Motorcycle Mean
Frame Number 13587 3352 2953 2419 22311

SC3D (Giancola, Zarzar, and Ghanem 2019) 30.7 / 27.7 35.3 / 28.1 29.4 / 24.1 17.2 / 24.8 29.8 / 27.0
P2B (Qi et al. 2020) 42.9 / 41.6 48.9 / 40.1 32.9 / 27.4 21.3 / 33.4 40.1 / 38.6

BAT (Zheng et al. 2021) 45.3 / 42.6 52.6 / 44.9 35.4 / 28.0 22.7 / 35.6 42.6 / 40.1

GLT-T (ours) 52.7 / 51.4 57.6 / 52.0 44.6 / 40.7 34.8 / 47.6 50.4 / 49.7

Table 2: Performance comparison with SOTA methods on the NuScenes dataset. Success / Precision are used for evaluation.
Bold and underline denote the best result and the second-best one, respectively

Tracking Variations Success Precision

w/o GLT, w/o TS 61.7 76.1
w/ GLT, w/o TS 66.4↑4.7 80.7↑4.6

GLT-T: w/ GLT, w/ TS 68.2↑6.5 82.1↑6.0

Table 3: Ablation study on the proposed voting scheme, in-
cluding the GLT module and training strategy (TS).

Ablation Study
Model Components. In GLT-T, we propose a novel vot-
ing scheme to generate 3D proposals. It consists of two key
component: GLT module and training strategy. To verify
the effectiveness of the components, a comprehensive abla-
tion experiment is conducted on the Car category of KITTI
dataset following (Qi et al. 2020; Zheng et al. 2021). We re-
port the results in Table 3. By using the GLT module, our
method achieve a performance improvement of 4.7% and
4.6% in terms of Success and Precision, respectively. When
using the proposed training strategy to train this module, the
performance improvement increases up to 6.5% and 6.0%.

To intuitively show the superiority of our voting scheme
over the VoteNet (Qi et al. 2019), we visualize their vot-
ing process in Fig. 5. It can be clearly observed that our ap-
proach generates more 3D proposals that are close to the
target centers. This is owing to the fact that the GLT module

integrates both object- and part-aware information for off-
set learning. Besides, due to the importance scores for seed
points in our voting scheme, the seed points within a certain
region have diverse offset directions and values, making the
offsets of seed points with different geometric positions to
the target centers more accurate. By contrast, the neighbor-
ing seed points in VoteNet present similar offsets. In the bot-
tom row, we show the predicted importance scores. The seed
points in target objects have higher scores, indicating that the
training strategy emphasizes the more important seed points
while effectively discriminating those far-away ones.
GLT Module. We further investigate the effectiveness of
each transformer block, and the ablation results are shown
in Table 4. The global transformer block encodes the ge-
ometric position features of the seed points by integrating
object-aware prior, which allows to infer accurate offsets
to generate 3D proposals. Therefore, 3.1% (Success) and
2.9% (Precision) performance improvements are achieved.
Besides, since the local transformer integrates parch-aware
prior into each seed point, enhancing the feature representa-
tion of the geometric position. The tracking performance is
further improved.
Sparse Sampling Size. The sparse sampling size m in
global transformer block is an important hyper-parameter. A
small size will be inefficient to capture global object prior,
while using a large size will cause redundant information.
Therefore, we conduct an experiment to evaluate the perfor-
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Timeline (frame)
T=40 T=60 T=80 T=100 T=120

[0, 0.5]

(0.5, 0.75]

(0.75, 1]

3D Proposals

Seed Points

Ground Truths

Sample Points

Figure 5: Visualization the voting process of VoteNet (Qi et al. 2019) (top row) and our voting scheme (middle row) on a point
cloud sequence from KITTI. The red boxes denote the ground truth. The sample points are colored by grey, while the seed
points are colored by blue and the 3D proposals regressed by seed points are colored by orange. In the bottom row, we show the
predicted importance scores of seed points in red, blue and green for the ranges of (0.75,1], (0.5,0.75] and [0,0.5], respectively.

Tracking Variations Success Precision

w/o GT, w/o LT 61.7 76.1
w/ GT, w/o LT 64.8↑3.1 79.0↑2.9
w/ GT, w/ LT 66.4↑4.7 80.7↑4.6

Table 4: Ablation study on the proposed GLT module. GT
and LT denote the global transformer block and local trans-
former block, respectively.

mance of using different sparse sampling size m. As shown
in the top part of Table 5, the best performance is obtained
when m = 16. Although there is a slight performance drop
in the case of m = 32, the number of floating point opera-
tions per second (FLOPs) becomes much larger.
KNN Sampling Size. In addition, we evaluate the perfor-
mance of using different KNN sampling size n. The results
are presented in the bottom part of Table 5. When n = 8,
the local patch range is too small to effectively integrate in-
formation from surrounding points, thus limiting the perfor-
mance. While in the case of n = 24, more noisy informa-
tion is included, thus degrading the feature representation of
seed points. When n = 16, it achieves the best performance
of 68.2 and 82.1 in terms of Success and Precision, respec-
tively. In this paper, we set m = 16 and n = 16 by default
in all the experiments if not specified.

Inference Speed
Similar to (Qi et al. 2020; Wang et al. 2021b), we calculate
the tracking speed by counting the average running time of
all frames on the Car category of KITTI dataset. GLT-T runs
at 30 fps on a single NVIDIA 1080Ti GPU, including 8.7 ms
for point cloud pre-processing, 24.1 ms for network forward
computation and 0.6 ms for post-processing.

Size Success Precision FLOPs / G

SS (m)
4 61.3 75.9 1.14
8 64.8 78.6 1.95

16 68.2 82.1 3.56
32 67.6 81.9 6.79

KS (n)
8 66.3 79.7 1.95

16 68.2 82.1 3.56
24 65.7 79.4 5.18

Table 5: Ablation studies on the sparse sampling (SS) size
and KNN sampling (KS) size.

Conclusion

This work introduces a novel global-local transformer vot-
ing scheme for 3D object tracking (GLT-T) on point clouds.
GLT-T promotes generating high quality 3D proposals to en-
hance performance. To learn strong representation for pre-
dicting offsets, we develop a cascaded global-local trans-
former module to integrate both object- and patch-aware
prior. Moreover, a simple yet effective training strategy is
designed, guiding the model to pay more attention to im-
portant seed points. Extensive experiments on KITTI and
NuScenes benchmarks validate the effectiveness of GLT-T.
We hope our voting scheme can serve as a basic compo-
nent in future research to improve the tracking performance.
Limitation and Discussion. GLT-T follows the Siamese
network-based appearance matching paradigm and therefore
inherits its drawbacks, e.g., it is hard to deal with extremely
sparse point clouds, where there is no sufficient information
to perform a favorable appearance match and generate reli-
able seed points. One possible solution is to aggregate tem-
poral contexts from previous multi-frame point clouds.

1963



Acknowledgements
This work was supported in part by the Hangzhou Major
Science and Technology Innovation Project of China under
Grant 2022AIZD0022, and the Zhejiang Provincial Key Lab
of Equipment Electronics.

References
Asvadi, A.; Girao, P.; Peixoto, P.; and Nunes, U. 2016. 3D
object tracking using RGB and LIDAR data. In 2016 IEEE
19th International Conference on Intelligent Transportation
Systems (ITSC), 1255–1260. IEEE.
Bibi, A.; Zhang, T.; and Ghanem, B. 2016. 3d part-based
sparse tracker with automatic synchronization and registra-
tion. In Proceedings of the IEEE Conference on Computer
Vision and Pattern Recognition, 1439–1448.
Caesar, H.; Bankiti, V.; Lang, A. H.; Vora, S.; Liong, V. E.;
Xu, Q.; Krishnan, A.; Pan, Y.; Baldan, G.; and Beijbom, O.
2020. nuscenes: A multimodal dataset for autonomous driv-
ing. In Proceedings of the IEEE/CVF conference on com-
puter vision and pattern recognition, 11621–11631.
Carion, N.; Massa, F.; Synnaeve, G.; Usunier, N.; Kirillov,
A.; and Zagoruyko, S. 2020. End-to-end object detection
with transformers. In European conference on computer vi-
sion, 213–229. Springer.
Cui, Y.; Fang, Z.; Shan, J.; Gu, Z.; and Zhou, S. 2021. 3d
object tracking with transformer. arXiv:2110.14921.
Fang, Z.; Zhou, S.; Cui, Y.; and Scherer, S. 2020. 3d-
siamrpn: An end-to-end learning method for real-time 3d
single object tracking using raw point cloud. IEEE Sensors
Journal, 21(4): 1019–1026.
Geiger, A.; Lenz, P.; and Urtasun, R. 2012. Are we ready
for autonomous driving? the kitti vision benchmark suite.
In 2012 IEEE conference on computer vision and pattern
recognition, 3354–3361. IEEE.
Giancola, S.; Zarzar, J.; and Ghanem, B. 2019. Leveraging
Shape Completion for 3D Siamese Tracking. In IEEE/CVF
Conference on Computer Vision and Pattern Recognition,
1359–1368.
Glorot, X.; Bordes, A.; and Bengio, Y. 2011. Deep sparse
rectifier neural networks. In Proceedings of the fourteenth
international conference on artificial intelligence and statis-
tics, 315–323. JMLR Workshop and Conference Proceed-
ings.
Guo, M.-H.; Cai, J.-X.; Liu, Z.-N.; Mu, T.-J.; Martin, R. R.;
and Hu, S.-M. 2021. Pct: Point cloud transformer. Compu-
tational Visual Media, 7(2): 187–199.
Hui, L.; Wang, L.; Cheng, M.; Xie, J.; and Yang, J. 2021.
3D Siamese Voxel-to-BEV Tracker for Sparse Point Clouds.
In Advances in Neural Information Processing Systems,
28714–28727.
Kart, U.; Lukezic, A.; Kristan, M.; Kamarainen, J.-K.; and
Matas, J. 2019. Object tracking by reconstruction with view-
specific discriminative correlation filters. In Proceedings of
the IEEE/CVF Conference on Computer Vision and Pattern
Recognition, 1339–1348.

Kristan, M.; Matas, J.; Leonardis, A.; Felsberg, M.;
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