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{knguyen, abiten, andres.mafla, lgomez, dimos}@cvc.uab.es

Abstract

Humans exploit prior knowledge to describe images, and are
able to adapt their explanation to specific contextual informa-
tion, even to the extent of inventing plausible explanations
when contextual information and images do not match. In
this work, we propose the novel task of captioning Wikipedia
images by integrating contextual knowledge. Specifically, we
produce models that jointly reason over Wikipedia articles,
Wikimedia images and their associated descriptions to pro-
duce contextualized captions. Particularly, a similar Wikime-
dia image can be used to illustrate different articles, and the
produced caption needs to be adapted to a specific context,
therefore allowing us to explore the limits of a model to ad-
just captions to different contextual information. A particu-
lar challenging task in this domain is dealing with out-of-
dictionary words and Named Entities. To address this, we
propose a pre-training objective, Masked Named Entity Mod-
eling (MNEM), and show that this pretext task yields an im-
provement compared to baseline models. Furthermore, we
verify that a model pre-trained with the MNEM objective in
Wikipedia generalizes well to a News Captioning dataset. Ad-
ditionally, we define two different test splits according to the
difficulty of the captioning task. We offer insights on the role
and the importance of each modality and highlight the limita-
tions of our model.

Introduction
Scene understanding involves composing a story that ex-
plains the perceptual observations. This ability, to draw from
previous experience to explain what is happening, is termed
image interpretation (Lake et al. 2017). Image interpretation
is one of the hallmarks of linguistic intelligence (Gardner
2011) where contextual information is drawn upon to com-
pose an explanation of the depicted events (Terman 1916).
We identify Wikipedia as an excellent probing ground to fur-
ther the advance in image interpretation and integrate con-
textual information into captioning models.

Wikipedia is an invaluable source of world knowledge
information. Each page consists of different information
sources comprised of title, sections, images and their cap-
tions. Each author of Wikipedia writes an article and illus-
trates it with images that are selected from Wikimedia. Each
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image has a corresponding description that includes very de-
tailed information, including Named Entities (NEs). In order
to write a good caption for the image while remaining rele-
vant to the article, the writers need to take into account the
section they wrote, the image they selected and its corre-
sponding description to produce a contextualized caption, a
task referred to as Wikipedia captioning. In this work, we
propose Wikipedia Captioning as a real use case scenario to
alleviate the work load of Wikipedia writers while allowing
them to better illustrate their articles. This task offers the
unique opportunity to potentially aid thousands of writers
directly and millions of readers indirectly on a daily basis.

The importance of the context is paramount given the pos-
sibility of having several matching and distinct captions for
a single image. Naturally, this introduces numerous chal-
lenges. On one hand, the context (description and section)
needs to be encoded and information selectively drawn from
it while being guided by the visual content. On the other
hand, explicit contextual information, typically found in the
form of NEs such as proper names, prices, locations, dates,
etc., needs to be properly injected in the generated captions
in natural language. This explicit contextual-dependant in-
formation is typically out-of-dictionary or at best it is un-
derrepresented in the statistics of the dictionary used. To
better prepare a model that deals with Named Entities, we
propose a pre-training strategy in which we extend Masked
Language Modeling (MLM) (Devlin et al. 2018) to Masked
Named Entity Modeling (MNEM). We show that MNEM is
more effective at selecting the correct NE given an article
while reducing the language prior produced by NEs.

Wikipedia Captioning is closely related to News Caption-
ing (Biten et al. 2019; Feng and Lapata 2013; Ramisa et al.
2018). In the case of News Captioning, a single source of
context is available in which the news article is roughly
equivalent to a Wikipedia article, and no separate (article
independent) description for the image is available. Yet in
Wikipedia Captioning, images are associated to specific sec-
tions of the article, plus specific article-independent de-
scriptions for each image are also given. The two tasks
would be equivalent if we ignore the descriptions and we
equate a Wikipedia section with the whole news article.
Given the similarities between the two tasks, we examine
whether the performance can be improved by transferring
from Wikipedia to News captioning. We discover that the
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knowledge acquired by the model on Wikipedia captioning
is transferable to News captioning, achieving better results
over the baseline. Moreover, we demonstrate that MNEM is
effective as well on News captioning, outperforming a base
model in terms of image captioning metrics.

Furthermore, we uncover several key insights on the
Wikipedia captioning task and on the capabilities of the pro-
posed methodology. Firstly, since such models are prone to
take shortcuts (Geirhos et al. 2020), we discover a bypass
strategy that our model is taking, a copying process of NEs
from descriptions to captions. Additionally, humans have the
ability to come up with a caption for any image given a spe-
cific context (article, section, description, etc.). Contrary to
open-world story generation (Martin et al. 2018) which is to
come up with stories for any topic without prior knowledge,
context-based story-telling is to generate captions with con-
text acting as a prior knowledge for any given image. Trying
to emulate this specific skill, we examine if our model can
generate a contextualized caption given mismatched but po-
tentially relevant images. Despite our model’s state-of-the-
art performance according to captioning metrics and inject-
ing the most relevant NEs, we reveal that current models are
still far off from endowing this skill. To summarize, the key
contributions of our work are:

• We introduce the Wikipedia Captioning as a real use case
scenario to benefit writers and readers on a daily basis.

• We propose an architecture-agnostic pretext task, namely
Masked Named Entity Masking, that can be applied to
any contextualized captioning model. We empirically
show that when it is used, a gain in performance is
achieved on Wikipedia and News captioning domains.

• We exhibit that pre-training models on Wikipedia cap-
tioning boosts performance on News captioning, trans-
ferring the knowledge from one domain to another.

• We extensively study the limitations of our models and
discuss a setting that shows we are far off on mimicking
the human ability of context-based story-telling.

Related Work
Classic Image Captioning. Early image captioning meth-
ods (Farhadi et al. 2010; Ordonez, Kulkarni, and Berg 2011)
focus on hand crafted features with templates. The advent
of deep learning with large scale datasets (Lin et al. 2014),
in contrast, steers the trend into end-to-end encoder-decoder
networks. Centralized by attention mechanisms (Bahdanau,
Cho, and Bengio 2014; Devlin et al. 2018), architectures,
ranging from LSTM-based (Vinyals et al. 2015; You et al.
2016; Anderson et al. 2018; Lu et al. 2017) to Transform-
ers (Pan et al. 2020; Luo et al. 2021; Ji et al. 2021; Chen
et al. 2021) achieve remarkable progress in captioning met-
rics. Advanced models (Dai et al. 2017; Shetty et al. 2017)
employ GANs to favor human-like caption outputs. Works
applying Reinforcement Learning (Rennie et al. 2017; Liu
et al. 2017) successfully optimize models on non-differential
metrics. Nevertheless, such models are restricted by design
to the mere description of what is shown, thus unable to at-
tempt any interpretation.

News Articles Captioning. Recent advances in News im-
age captioning (Feng and Lapata 2013) come in both ar-
chitectures and datasets. Typically, proposed models follow
the standard encoder-decoder paradigm while large-scale
datasets such as Breaking News (Ramisa et al. 2018), Good-
News (Biten et al. 2019), VisualNews (Liu et al. 2020) etc.
have been contributed. To deal with NEs, (Biten et al.
2019; Liu et al. 2020) propose two-stage template-based
methods that train models to capture NE-tag distribution
followed by post-generation NE insertion. Closely related
to our work, (Tran, Mathews, and Xie 2020) employs a
transformer (Vaswani et al. 2017) with byte-pair-encoding
(BPE) (Sennrich, Haddow, and Birch 2015) to directly de-
code NEs. Lastly, (Yang et al. 2021) enhances caption qual-
ity with template guidance and a pre-trained NE Embed-
ding module based on Wikipedia Knowledge graph (Yamada
et al. 2018) to better encode NEs. Given the importance of
NEs in this task, we introduce the Named Entity Masking
pretext task for accurate NE prediction and coverage.

Self-supervised Pre-training Methods. Self-supervised
approaches in NLP (Devlin et al. 2018; Radford et al. 2019;
Roberts and Raffel 2020) have greatly inspired many works
in vision-and-language (VL) (Li et al. 2020; Kim, Son, and
Kim 2021; Zhang et al. 2021) that follow the pre-training
and fine-tuning paradigm, elevating the performance in a
wide variety of benchmarks. While existing pre-training ob-
jectives in VL either focus on representation learning or
multi-modal alignments, our proposed method MNEM aims
to learn context-entity alignment, which is essential for con-
textual caption generation. Compared to other entity-centric
methods (Sun et al. 2020; Lin et al. 2021), we are the first
to explore MNEM in a multi-modal scheme, with careful
adaptations to suit the image-text distribution in Wikipedia.

Method
In this section, we first define the Wikipedia captioning task
formally and then present our approach which utilizes well-
designed transformer-based models to solve the task. We
further discuss how we extend these models by employing
a novel pre-training objective which we refer to as Masked
Named Entity Modeling (MNEM).

Problem Definition

We refer to I = {i1, i2, ...}, C = {c1, c2, ...} as the image
set and its corresponding captions set where each caption
contains words defined as ckj

or ck = {ck0
, ck1

, ...}. More-
over, D = {d1, d2, ...} and S = {s1, s2, ...} refer to de-
scription and section sets, respectively. Given a Wikipedia
article, a description dk is tied to each specific image ik
for which it provides Named Entities (when and where the
photo was taken, who is depicted in the photo, author, etc.).
Each Wikipedia article is divided in sections sk to enhance
readability. To emulate the process that the Wikipedia writ-
ers go through during Wikipedia captioning, we define the
dataset with quadruples where (ik, ck, sk, dk) refers to the
kth datum. We define the task of generating a caption that is
contextualized as P(ck|ik, sk, dk).
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Figure 1: Overview of the Transformer-based models and our MNEM pre-training task. Left: Transformers take multi-modal
input features (image, section, description) processed by single-modal encoders. Right: During pre-training (right-top) we
replace the NEs in the ground-truth caption by the MASK token and train our models to reconstruct the caption. Best view in
colors.

Transformer-based Models
The overview of our proposed method is depicted in Fig-
ure 1, which follows the commonly used encoder-decoder
paradigm. In particular, we investigate the capacity of
Transformer-based models, either trained from scratch or
initialized with pre-trained weights acquired from self-
supervised training. For the latter, we explore Pre-trained
language models (PLMs) due to its compelling perfor-
mances on numerous open-ended text generation tasks.
However, as only pre-trained on textual modality, prop-
erly adapting PLMs to solve VL tasks remains a challenge.
Therefore, we propose a simple strategy to enable PLMs to
reason on multi-modal context when generating captions.
Transform and Tell (TaT) (Tran, Mathews, and Xie
2020). Proposed to address the News Image Captioning task
in an end-to-end manner, TaT consists of a set of frozen
encoding modules followed by a trainable Transformer-
decoder. The decoder thus generates captions conditioned
on multi-modal input features extracted from the image and
the article. Perceiving the similarities between the two tasks,
we apply TaT to Wikipedia captioning and modify it by re-
moving the MTCNN (Zhang et al. 2016) for face detection,
FaceNet (Schroff, Kalenichenko, and Philbin 2015) for face
embedding, YOLOv3 (Redmon and Farhadi 2018) for ob-
ject representation and the location embedding, thus speed
up the training process by decreasing complexity.

The reduced encoder now comprises two pre-trained
modules for image and text. More specifically, given an
image ik, we extract image features using a ResNet-152
model pre-trained on ImageNet to obtain (fik ). We use
RoBERTa (Liu et al. 2019) to encode text sequences, yield-
ing two sets of text features for sections and descriptions
(fsk , fdk

) respectively. The auto-regressive decoder consists
of the same BPE embedding matrix introduced in RoBERTa,

followed by a stack of N identical transformer blocks.
For each transformer block, we use a Dynamic Convolu-
tion (DC) (Wu et al. 2019) layer for past-token condition-
ing and a Multi-Head Attention (MHA) (Vaswani et al.
2017) layer for multi-modal conditioning. This architec-
ture design serves as an efficient alternative to the tradi-
tional self-attention mechanism, relaxing memory require-
ments which are quadratic with the input sequence length.
At time step t, previously-generated token representations
Z≤t = {z0, z1, ..., zt} are efficiently enriched by attending
to its leftward context thanks to the DC. After going through
the decoder stack, the final representation z′t ∈ Z ′

≤t is fed
to the vocabulary layer to predict the next token at t + 1.
GPT-2 (Radford et al. 2019) is a transformer decoder vari-
ant which performs text generation in auto-regressive man-
ner. We want to leverage the linguistic knowledge stored in
the model’s pre-trained weights to generate captions while
preserving the Wikipedia style. We therefore decide to fine-
tune the entire network, including the learned embedding
matrix. We start by transforming the description and section
sequences into continuous embeddings (fsk , fdk

) using the
internal embedding layer of GPT-2. Concurrently, we repre-
sent the image as a set of visual features (fik ) extracted from
ResNet-152, followed by a MLP layer with Layer Normal-
ization to map images into the word embedding space. We
form this set of representations (fik , fsk , fdk

) as prefix and
pass it to the decoder (referred as GPT-2BASE++) whose out-
put z′t ∈ Z ′

≤t is used as a logit vector over the vocabulary
distribution to predict the caption token at t+ 1.

T5 (Roberts and Raffel 2020). Built on top of the vanilla
Transformer encoder-decoder, T5 is another language model
pre-trained on C4. Particularly, T5 presents a new self-
supervised training objective called Replace Corrupted
Spans for efficient computation conforming to its encoder-
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decoder design. To apply the off-the-shelf version of T5 to
Wikipedia captioning, we extend its text-only encoder to
multi-modal encoder, referred as T5BASE++. We incorporate
image features fik as additional input to the description and
section embeddings (fsk , fdk

), with each set of embeddings
computed the same way as in the previous section. The de-
coder then attends to previous caption tokens Z≤t via self-
attention and the contextualized joint representations from
the encoder via cross-attention to predict the next token.

Masked Named Entity Modeling
Referring to the right NEs is among the most important but
challenging tasks of Wikipedia captioning to assure the ve-
racity of information. MLM, as proposed in BERT (Devlin
et al. 2018), has shown remarkable success, building richer
representations by exploiting the distributional hypothesis
present in language to reconstruct masked out words. To ex-
tend the applicability of MLM to our captioning task and
mitigate the rare NEs insertion issue, we apply the mask-
ing strategy explicitly on NEs to model the context-NE re-
lationship. More formally, let W = {w1, w2, ..., wn} be
the set of all byte-pair tokens from the caption. Now, let
Ml = {j, j + 1, ..., j + k} be the lth mask span where
j is the starting index to mask such that max(Ml) <
min(Ml+1). Then, {wj , ..., wj+k} are replaced with the
special mask token [MASK] to form the corrupted caption
W̃ = {w̃1, w̃2, ..., w̃n}. We use cross-entropy to reconstruct
the original caption W , with no restriction to masked tokens
compared to BERT, in order to retain the generation ability:

w̃i = [MASK],where i ∈ Ml

L =
N∑
i=0

− log p(wi|W̃0<i, fik , fsk , fdk
)

(1)

Inspired from T5, we introduce a small modification to
MNEM to specifically pre-train encoder-decoder architec-
tures. We first substitute each entity span Ml with a unique
mask token to create W̃ then append it to the encoder input
sequence. Consequently, instead of reconstructing the cap-
tion, we task the decoder to predict all the masked name en-
tities, which are concatenated in original order as the target
sequence. This conforms the training procedure performed
on T5 while explicitly tells the model to focus on name en-
tities within context.

Figure 1 depicts our proposed design with masked NEs
language modeling during the pre-training stage. We extract
NEs contained in captions and randomly mask the NEs with
a probability of 0.8 while adopting a whole word mask-
ing strategy. We only mask NEs that fall into the categories
of: [Person, ORGanization, GeoPolitical Entity] as they ap-
pear to be dominant types in Wikipedia captions. Moreover,
changing every NEs might be too disrupting of the semantic
structure in captions which tend to be short.

By masking the NEs within the captions, the model can
learn to precisely capture the contextual information relat-
ing to the NEs to produce useful representations. Also, our
proposed method aims to mitigate another issue, which is
further studied below. We found that when there is a high

Model B C Pr Re

N
o

Im
ag

e

Seq2seq 6.04 137.38 26.42 14.05
Seq2seq+Attn. 15.86 242.87 44.10 27.60
Seq2seq+Ptr. 21.04 255.87 40.81 30.67
Seq2seq+Ptr.+Cvrg. 21.57 258.84 41.23 31.37
TaT 18.74 229.77 29.47 27.12
GPT-2BASE 19.18 254.94 42.28 30.38
T5BASE 25.70 275.31 39.11 35.09

TaT† 19.93 235.9 332.94 28.47
GPT-2†

BASE 19.64 260.4 43.31 30.9
T5†

BASE 24.60 278.68 40.51 34.26

∆ TaT 1.19↑ 6.13↑ 0.85↑ 1.35↑
∆ GPT-2BASE 0.46↑ 5.46↑ 1.03↑ 0.52↑
∆ T5BASE 1.1↓ 2.08↑ 1.4↑ 0.83↓

Im
ag

e

Seq2seq 6.10 136.98 25.97 13.88
Seq2seq+Attn. 14.71 235.44 43.49 26.60
Seq2seq+Ptr. 20.46 252.79 40.37 29.97
Seq2seq+Ptr.+Cvrg. 20.22 249.67 40.20 29.68
TaT 24.47 267.37 32.10 34.64
GPT-2BASE++ 19.4 256.25 41.28 30.06
T5BASE++ 23.83 276.6 40.7 33.72

TaT† 25.31 272.46 33.34 35.56
GPT-2†

BASE++ 20.65 266.29 42.86 31.48
T5†

BASE++ 25.89 279.09 39.65 35.73

∆ TaT 0.84↑ 5.09↑ 1.24↑ 0.92↑
∆ GPT-2BASE++ 1.25↑ 10.04↑ 1.58↑ 1.12↑
∆ T5BASE++ 2.56↑ 3.78↑ 1.05↓ 2.01↑

Table 1: Performance of proposed models on Wikipedia
Captioning. Seq2seq performs better than TaT without im-
age while MNEM is effective to align the image and text
modality. Metric scores are reported as percentage. † indi-
cates that MNEM pre-training is performed. ∆ indicates the
improvement with MNEM compared to respective models.
Bold numbers are the best performance of each metric.

overlap between the captions and context, the model learns
to directly copy NEs to generate captions, making it inef-
fective to deal with the diversity and semantic richness of
Wikipedia Captioning. By limiting the input caption to NE-
masked sentence in the pre-training phase, we decrease the
influence of the language bias, allowing a better utilization
of the entire context given as input.

Experiments
In our experimentation1 for Wikipedia Captioning, we uti-
lize the WIT (Srinivasan et al. 2021) dataset. All the details
regarding the dataset statistics, pre-processing and imple-
mentation as well as an in-depth explanation of our baselines
can be found in the Appendix2.

1The code, models and data splits are publicly available at
https://github.com/khanhnguyen21006/wikipedia captioning

2Full version of this paper can be found on https://arxiv.org/
abs/2209.10474
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Wikipedia Captioning
Table 1 showcases the results for Wikipedia Captioning in
BLEU-4 (Papineni et al. 2002), METEOR (Banerjee and
Lavie 2005), ROUGE-L (Lin 2004), CIDEr (Vedantam,
Lawrence Zitnick, and Parikh 2015), and SPICE (Ander-
son et al. 2016), as well as precision and recall of the NE
insertion as defined by (Biten et al. 2019). The high per-
forming baselines, especially without image, imply strong
language priors learned by the models, outperforming trans-
former language models. The observed drawbacks of such
methods indicate two things: (1) the baselines tend to rely
on copying NEs excessively coming from the description
only and (2) the models prefer to generate few NEs. These
hypotheses are confirmed by the high Precision and low Re-
call, suggesting the models have found a shortcut to generate
few NEs by only copying them from the description. More-
over, the addition of images as an input clearly disrupts the
performance. According to our examination, we find that the
attention weights of seq2seq models are significantly lower
for the image than the context. In other words, seq2seq tries
to disregard the images while putting more emphasis on the
context, failing to correspond these two modalities.

Yet, we see opposite behaviour on the efficacy of images
on transformer models, showcasing the superiority of trans-
formers over LSTM encoder-decoder. The addition of im-
ages significantly improves the performance on all the cap-
tioning metrics. Interestingly, images have a direct impact on
the Recall for TaT, improving the results from 27% to 34%
while not affecting the Precision score. However, this effect
is not present in GPT-2 and T5, which is expected, as these
PLMs naturally gravitate towards linguistic features, thus re-
quire more well-designed adaptation to balance the visual
and textual information in VL tasks. MNEM aims to connect
two modalities by means of predicting NEs, leading to bet-
ter NEs selection given multi-modal alignment. It is clearly
observed that in all transformer models, MNEM exceeds the
performance significantly on captioning metrics (+10 and +5
points in CIDEr for GPT-2 and TaT respectively), as well
as on Precision and Recall with or without image. Finally,
T5 shows a consistent superiority among all models, with
MNEM it achieves state-of-the-art in Wikipedia Captioning.

Transfer Learning from Wikipedia to News
We examine the possibility of transfer learning from
Wikipedia to News captioning, i.e. fine-tuning models on
GoodNews with weights initialized from pre-training on
Wikipedia. To imitate the News captioning setting, we uti-
lize the section as the only context, disregarding the de-
scription. We select the T5BASE++model for the experiments
given that it is the best model in Wikipedia Captioning. Ta-
ble 2 shows the results of the transferability from Wikipedia
to News with MNEM pre-training. At first, simply fine-
tuning T5BASE++ on GoodNews can match or surpass pre-
vious transformer models (+6 points in CIDEr compared to
TaT), showing PLMs impressive ability to generate captions.
Pre-training on Wikipedia further improves the performance
over JoGANIC, which is the state-of-the-art method with

Wiki News B C Pr Re
† Ft † Ft

TaT ✓ 6 53.1 21.3 19.7
TaT∗ ✓ 6.05 53.8 21.85 19.93
VN.∗ ✓ 6.1 55.4 – –
JoG. ✓ 6.34 59.19 – –
JoG.∗ ✓ 6.83 61.22 – –

T5B++

✓ 6.34 59.68 23.61 20.08
✓ ✓ 6.56 60.17 23.28 20.43

✓ ✓ 7.17 62.76 23.11 20.92
✓ ✓ ✓ 7.19 63.89 23.37 21.48

✓ ✓ 5.89 51.49 20.36 18.85
✓ ✓ ✓ 6.63 57.03 21.51 20.43
✓ ✓ ✓ 6.66 58.47 21.84 20.59
✓ ✓ ✓ ✓ 6.75 59.07 21.89 20.55

Table 2: Performance of our proposed method on GoodNews
compared to other transformer-based models such as Visu-
alNews (VN.) and JoGANIC (JoG.). ∗ denotes models em-
ploying all of its designed modules. † indicates that MNEM
pre-training is performed. Ft means fine-tuning the models
with the captioning objective in the corresponding dataset.
Note that for captioning metrics, we directly use the results
that are reported in the original papers.

Wikipedia pre-training, (+0.36 points in BLEU-4 and +2.67
in CIDEr) while not including specific template guidance.
This illustrates the advantage of proposing this Wikipedia
Captioning task, in which the acquired knowledge is useful
for the News domain. Moreover, incorporating MNEM pre-
training on GoodNews constantly results in additive gains,
demonstrating its effectiveness in this task. However, the
improvement is not transferable as we additionally perform
MNEM on Wikipedia (rows 9–12). This extra pre-training
stage guides the model to focus on Wikipedia NEs, which
come from a different distribution compared to GoodNews,
thus degrading the final model performance.

Ablation Study on MNEM
To further probe into the efficacy of MNEM, we compare
it against the well established MLM introduced by BERT.
The MLM strategy selects 15% of the words in a sentence
in which it replaces WordPiece tokens (Wu et al. 2016) 80%
of the time with a special [MASK] token, 10% of the time
with a random word and 10% of the time without changing
the word. We introduce another variant of MLM as a com-
parison namely Full Masking where given 15% of the words
in a sentence, we always mask a word without employing
other cases. We perform the pre-training stage with these
masking strategies on transformer models and report results
on Wikipedia Captioning in Table 3.

We note that our newly defined Full Masking strategy out-
performs the well established MLM, challenging the hyper-
parameters defined by MLM. Our experiments demonstrate
that masking hyper-parameters are rather task dependent
which need to be treated selectively. Overall, MNEM yields
a significant boost over its counterparts in TaT (+12 points
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Model B C Pr Re

GPT-2B++ W
Full 20.44 266.4 43.24 31.4

MLM 20.34 266. 43.4 31.4
MNEM 20.65 266.29 43.12 31.55

T5B++ W
Full 25.02 276.58 38.87 35.08

MLM 24.57 275.22 38.75 34.94
MNEM 25.89 279.09 39.65 35.73

TaT

W
Full 24.01 260.87 31.83 34.35

MLM 23.81 258.25 31.47 34.12
MNEM 25.31 272.46 33.34 35.56

S
Full 8.96 147.43 20.02 15.13

MLM 8.71 147.40 19.81 14.46
MNEM 9.54 153.87 20.75 16.01

D
Full 20.95 215.42 28.80 26.55

MLM 20.92 213.69 28.41 26.16
MNEM 22.36 224.38 29.36 27.90

Table 3: Ablation studies on different masking strategies. W,
D, S denote Wiki, Description, Section as context respec-
tively. MNEM outperforms MLM and Full masking strategy
on every context and on every metrics.

in CIDEr), while this behaviour is less apparent in T5 and
GPT-2. This is justified since TaT is specifically designed
for News Image Captioning, highlighting the effectiveness
of MNEM in a fine-grained multi-modal scheme. In con-
trast, T5 and GPT-2 essentially are language models that
have been pretrained on text thus require more careful adap-
tations in architecture for further improvements.

To examine how the context affects the masking strate-
gies, we carry out experiments with TaT, with the context
defined in three distinct ways: description, section and the
original Wiki context. We observe that MNEM again outper-
forms other methods on every context type. Notably, the dif-
ference between MNEM and the other two masking strate-
gies is much higher with the description compared to section
used as a context. This is somehow expected given that a sec-
tion tends to be longer and it is harder to generate contextu-
alized captions. However, we observe that MNEM is espe-
cially effective when section and description are combined
(Wiki as context). MNEM performs 2% better in Recall in
Wiki context while improving 1% more in Recall compared
to MLM or Full Masking with other context types, this be-
haviour is more apparent in CIDEr. This demonstrates that
MNEM is not only better on encoding the contextual infor-
mation but especially better at combining description and
section information. We believe the potential of MNEM is
unlocked further because it can amalgamate the two con-
texts better by discovering strong correlations between de-
scription and section, resulting in better alignments for NEs.

Analysis of Wikipedia Captioning
In this section, we investigate the performance of our models
in Wikipedia Captioning and provide an in-depth analysis
in both quantitative and qualitative results. Furthermore, we
examine if our models have the ability to generate a caption
for “irrelevant” images given a context. This evaluates how
close our model performs in terms of generating captions for
any given image while staying faithful to the section.

Model Test Set GT ol. Gen. ol. B C

TaT
Easy 0.81 0.92 29.93 313.99
Hard 0.35 0.75 8.48 133.68
Full 0.71 0.88 24.47 267.37

TaT†
Easy 0.81 0.92 30.76 319.01
Hard 0.35 0.73 8.91 137.81
Full 0.71 0.87 25.31 272.46

GPT-2B++
Easy 0.81 0.93 24.74 304.71
Hard 0.35 0.81 6.38 128.15
Full 0.71 0.90 19.4 256.25

GPT-2†
B++

Easy 0.81 0.93 25.63 312.16
Hard 0.35 0.8 7.01 133.64
Full 0.71 0.89 20.65 266.29

T5B++
Easy 0.81 0.93 29.55 325.32
Hard 0.35 0.8 7.46 130.79
Full 0.71 0.9 23.83 276.6

T5†
B++

Easy 0.81 0.91 31.96 330.79
Hard 0.35 0.79 7.95 129.84
Full 0.71 0.88 25.89 279.09

Table 4: Performance on Easy and Hard subsets. They are
defined based on the Jaccard similarity between the con-
text and caption. Overlap scores measure the similarity com-
pared to the context, reported in average Jaccard score. We
refer the (ground truth caption, context) overlap as GT ol.
and Gen. ol. is the (generated caption, context) overlap. † in-
dicates that MNEM pre-training is performed.

Easy vs Hard Samples. Previously, we show in Table 1
that seq2seq models exploit a shortcut of copying the NEs
from the context, reflected in the high precision at insert-
ing NEs. Hence, to better understand our model’s limita-
tions, we devise a procedure to identify the captions that
can be produced simply by utilizing the context. To this
end, we employ the Jaccard similarity (Jaccard 1912) at the
word level where given two sets C,S for caption and con-
text respectively composed of word tokens, we calculate
J(C,S) = |C∩S|

|C∪S| . Accordingly, we assume the image has
a diminishing impact on the caption when the caption and
the context have a Jaccard score of higher than 0.5. Thus,
we refer to these samples as easy samples (hard otherwise)
since the caption can be generated simply by copying from
the context and ignoring the image.

Table 4 presents the scores in terms of Easy and Hard sub-
set, as well as the average Jaccard score between the caption
output and the context. We observe that the average GT over-
lap between two subsets (GT. ol.) is quite disparate, yet we
do not see a similar distribution learned by our models in
generated overlap (see Gen. ol. in Table 4). The models in-
stead have higher overlap scores in both Easy and Hard sam-
ples (see Gen. ol.) compared to GT overlap. This highlights
the first limitation of our model where the copying shortcut
is exploited and learnt through the Easy subset while be-
ing carried over to the Hard samples. This behaviour is also
apparent in the captioning metrics as well as Precision and
Recall by the excessive gap between Easy and Hard subset
regardless of the models. Although the benefits of MNEM
are observable, this method still can not effectively deal with
the distribution shift that exists within Wikipedia.
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Paul Allman Siple December 18 1908 – November 25 1968 was an American Antarctic explorer and geographer who
took part in six Antarctic expeditions including the two Byrd expeditions of 1928–1930 and 1933–1935 representing
the Boy Scouts of America as ...

ranked list of retrieved images

Siple in 1930
Paul Allman Siple, c. 1930
Paul Allman Siple

Siple in 1930
Paul Allman Siple on the Byrd
Antarctic
Paul Allman Siple

Siple in the 1930s
Siple’s Eagle Scout badge
Cover of Siple’s first book

Siple’s grave at the National
Museum of the United States
Siple’s signature
Grave at Arlington National
Cemetery

The Bela Vista Park Portuguese Parque da Bela Vista is one of the largest open areas within the city limits of Lisbon.
Portugal Bela Vista Beautiful View is the name of its adjacent neighborhood. The park comprises an area of 85,000
m² and is often used as a venue for large concerts ...

ranked list of retrieved images

The park in winter
Aerial view of Bela Vista Park
Bela Vista Park

Bela Vista Park
Aerial view of Bela Vista Park
Entrance to the park

Bela Vista Park from space
Location of Bela Vista Park in
Lisbon
Aerial view of Bela Vista Park

Aerial view of the park
Aerial view of Bela Vista Park
Aerial view of Bela Vista Park

Figure 2: Qualitative samples of generated captions with TAT-MNEM (top, green), GPT2-MNEM (middle, orange) and T5-
MNEM (bottom, purple) for unpaired images given a similar Wikipedia article section. The models usually prefer to generate
short, repetitive and template-based sentences. However, in some cases, they can integrate relevant visual details into the caption.

Context-based Story Telling. Humans have an innate ca-
pability of coming up with a well sounding explanation for
an image given any context. To assess this skill in our cap-
tioning models, we employed a retrieval system to sort im-
ages based on its relevance given a section. Our goal is to
evaluate our model’s ability to adapt their produced captions
based on the context that comes in the form of NEs. In our
experiments, we trained two fully-connected layers on top
of the visual and textual representations of CLIP (Radford
et al. 2021) to obtain ranked images according to the seman-
tic relatedness. In Figure 2, we provide qualitative samples
for the studied models with MNEM. We ask the reader to re-
fer to the Appendix for more samples and details. It can be
seen that models can generate context-based captions even
with irrelevant images to a certain degree. For example, even
though the images in 1st and 2nd row, 3rd column are irrel-
evant to the input section, MNEM models can “hallucinate”
better sounding captions that can improve upon the combi-
nation of modalities. Also, MNEM models, tend to include
more relevant information in the form of NEs, thus integrat-
ing relevant incoming information from the section. How-
ever, this is not always the case, we can also note that models
tend to generate short sentences that are repeated over many

images, thus missing some salient details coming from the
visual input. All in all, even though improved captions are
generated with MNEM, this innate human skill lies far com-
pared to current approaches that favor template-based, short
and repetitive sentences, thus opening ways for future work.

Conclusions
In this work, we have proposed the novel task of Wikipedia
Captioning. We introduce the importance of the Wikipedia
captioning due to the direct impact of it on several applica-
tions. We show extensive experimentation to compare our
approach with several baselines. By incorporating a novel
pretext task MNEM, we improve the caption prediction with
better context-entity alignment. We also show that a model
pre-trained on Wikipedia generalizes well to the News Cap-
tioning task. We find that the models tend to learn a short-
cut of directly copying the context to generate a caption. To
evaluate this effect, we divide the Wikipedia Captioning test
set according to the Jaccard similarity between the context
and ground-truth captions. We show that there is still a big
gap among these two test splits, which opens the path for fu-
ture research. Finally, we disclose several limitations of our
models and provide insights of the benefits of our approach.
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