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Abstract

This paper focuses on contrastive learning for gait-based
emotion recognition. The existing contrastive learning ap-
proaches are rarely suitable for learning skeleton-based gait
representations, which suffer from limited gait diversity and
inconsistent semantics. In this paper, we propose a Cross-
coordinate contrastive learning framework utilizing Ambi-
guity samples for self-supervised Gait-based Emotion rep-
resentation (CAGE). First, we propose ambiguity transform
to push positive samples into ambiguous semantic space. By
learning similarities between ambiguity samples and positive
samples, our model can learn higher-level semantics of the
gait sequences and maintain semantic diversity. Second, to
encourage learning the semantic invariance, we uniquely pro-
pose cross-coordinate contrastive learning between the Carte-
sian coordinate and the Spherical coordinate, which brings
rich supervisory signals to learn the intrinsic semantic consis-
tency information. Exhaustive experiments show that CAGE
improves existing self-supervised methods by 5%–10% ac-
curacy, and it achieves comparable or even superior perfor-
mance to supervised methods.

Introduction
Human emotion recognition is a vital task in the field of
affective computing. Most prior works detect human emo-
tion through physiological signals such as electroencephalo-
gram (EEG), electrocardiography (ECG) (Jia et al. 2021),
and non-physiological signals such as facial expressions,
tone of voice, walking styles, etc. (Ringeval et al. 2019;
Sun, Su, and Fan 2022). However, fast, effective, and re-
liable emotion recognition is a challenge, especially when
self-reported emotions are unreliable or people are disturbed
by environmental factors (Fernández-Dols and Ruiz-Belda
1995; Quigley, Lindquist, and Barrett 2014).

Since gait can be observed at a distance and without co-
operative subjects during acquisition, it is an emerging re-
search topic in these years (Lu et al. 2022). On the one hand,
existing physiological and psychological studies point out
that there is internal link between gait and emotions (Klein-
smith and Bianchi-Berthouze 2012; Deligianni, Guo, and
Yang 2019). On the other hand, due to the development of
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Figure 1: We propose a self-supervised emotion recogni-
tion framework that named CAGE, which maps the gait se-
quences into features residing on a hypersphere space for
different downstream tasks.

human pose estimation algorithms and depth sensors, 3D
skeleton has gradually become a significant feature repre-
sentation to study gait (Cao et al. 2017; Zhang 2012). There-
fore, we focus on using skeleton-based gait for emotion per-
ception.

Most existing skeleton-based methods rely on hand-
crafted features (Li et al. 2016; Crenn et al. 2016; Daoudi
et al. 2017). Moreover, deep learning approaches like STEP
(Bhattacharya et al. 2020a), ProxEmo (Narayanan et al.
2020), TEW (Bhattacharya et al. 2020b), and TNTC (Hu
et al. 2022), are also important method for learning gait
representations. However, all of them rely on supervised
paradigms, in which a significant number of annotations for
gait sequences are indispensable. In particular, annotating
dataset requires tremendous human workforce, which is ex-
pensive and time-consuming. Furthermore, high inter-class
similarity between emotions usually leads to an inconsistent
annotating or even mislabeling (Bhattacharya et al. 2020a;
Wang et al. 2006). Under this circumstance, how to devise an
effective method, which can learn gait representations from
unlabeled skeleton data, is a significant task.

Motivation. Recently, self-supervised learning (SSL) has
been proved effective in the field of computer vision. How-
ever, the existing contrastive learning methods usually rely
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on data augmentation, which could distort data’ structures,
causing the dimensional collapse in contrastive learning
(Wang and Qi 2022; Li et al. 2022). For gait sequences,
the semantics of skeleton-based gait sequence is more likely
to change after data augmentation. In other word, data aug-
mentation provides the diverse semantic information while
bringing the problem of semantic inconsistency. Therefore,
balancing the semantic consistency and diversity is a critical
issue for learning gait representations.

To this end, we propose a Cross-coordinate contrastive
learning framework utilizing Ambiguity samples for self-
supervised Gait-based Emotion representation (CAGE) that
can map gait sequences into on a hypersphere for down-
stream task, as shown in Figure 1. First, we propose a sim-
ple Contrastive Learning framework using skeleton-based
Gait for self-supervised Emotion Representation (GE-CLR),
which has a similar structure to MoCo (He et al. 2020).
Second, by changing speed and joint angle, positive ex-
amples are pushed into ambiguous semantic space, which
is called ambiguity samples. Then, we propose Ambiguity
Contrastive Learning (ACL), which adds ambiguity sam-
ples into the negative set and can achieve the same effec-
tiveness as traditional contrast learning without using neg-
ative samples. Furthermore, we transform the original data
to the Spherical coordinate, and propose Cross-Coordinate
Contrastive Learning (C3L), which refers to the samples in
the Cartesian coordinate to guide the learning process in the
Spherical coordinate for pursuing cross-coordinate consis-
tency information. To the best of our knowledge, CAGE
is the first to explore SSL for gait-based emotion recog-
nition. Experimental evaluations on public dataset demon-
strate CAGE achieves comparable or even superior perfor-
mance to supervised methods.

In summary, our main contributions include:

• We explore the effectiveness of ambiguity samples and
introduce ACL, which bring diverse semantics to im-
prove the generalizability of the gait representations.
• We propose C3L, which leverages different coordinate-

representations of the gait sequences to pursue the se-
mantic invariance.
• We evaluate our model on public datasets, and achieve

state-of-the-art results under the different evaluation pro-
tocol.

Related Work
Emotion Recognition Using Skeleton-based Gait
Some early work identified emotion from gait by using the
geometric, morphological, or anthropometric attributes of
skeleton data. (Crenn et al. 2016) extract 136 skeleton de-
scriptors from motion, geometric, and frequency-domain,
respectively, for body expression recognition. In (Li et al.
2016), the authors use the time-frequency analysis in sig-
nal processing to extract 44 kinematic features for emotion
recognition. Meanwhile, a few works exploit deep learning
to obtain gait representations. (Bhattacharya et al. 2020a)
propose a classifier network based on Spatial Temporal
Graph Convolutional Network (ST-GCN) (Yan, Xiong, and

Lin 2018) to detect human emotion from gait. In (Zhuang
et al. 2020), the authors propose a global link and shrinkage
block that is effective in improving the performance of the
classifier. (Narayanan et al. 2020) propose ProxEmo, which
maps 3D skeleton data into an image for emotion recogni-
tion. The authors of (Hu et al. 2022) use two-stream net-
work with Transformer-based to classify the image that is
obtained by encoding skeleton joint and affective features.
However, SSL used on gait-based emotion recognition is
rarely explored.

Self-Supervised Learning (SSL)
SSL aims to learn feature representations from unlabeled
data, which usually generates supervision by carefully de-
signing various pretext tasks, e.g. predicting rotation (Zhai
et al. 2019), jigsaw puzzles (Noroozi and Favaro 2016;
Noroozi et al. 2018), image inpainting (Pathak et al. 2016).
With the proposal of MoCo (He et al. 2020), contrastive
learning has gradually become an important branch of SSL.
Contrastive learning essentially maps samples onto a hy-
persphere through alignment and uniformity (Wang and
Isola 2020; Wang and Liu 2021). MoCo (He et al. 2020)
and MoCov2 (Chen et al. 2020b) introduce momentum up-
date mechanism and a queue-based memory bank. SimCLR
(Chen et al. 2020a) promotes contrastive self-supervised
learning through larger batch size and multi-layer percep-
tron. (Grill et al. 2020) propose BYOL that predicts pre-
vious versions of its outputs to avoid the use of negative
pairs. NNCLR (Dwibedi et al. 2021) consider that there
are potential positive samples in latent space, and using the
nearest-neighbor to find positive samples in the memory
bank for improving performance on ImageNet classification.
Recently, (Zhang et al. 2022) propose SimMoCo, which fo-
cuses on hardness-aware property and removes dictionary as
well as momentum. The above approaches have laid a solid
theoretical foundation for CAGE.

Unsupervised Skeleton Representation
According to network architecture, the most unsupervised
skeleton representation approaches can be divided into two
classes: (1) Single-batch. (Zheng et al. 2018) propose that
using an auto-encoder-based GAN to explore the long-term
global motion dynamics and learn skeleton representations.
P&C (Su, Liu, and Shlizerman 2020) obtains more dis-
criminative features by predicting and clustering skeleton
sequences. (Lin et al. 2020) introduce an integrate multi-
ple tasks framework called MS2L, which solves multiple
pretext tasks simultaneously (e.g., jigsaw puzzle recogni-
tion and motion prediction). (Su, Lin, and Wu 2021) fo-
cus on motion consistency and continuity to learn the intrin-
sic dynamic motion consistency features. (2) Dual-batches.
AS-CAL (Rao et al. 2021) introduces contrastive learn-
ing into unsupervised action recognition and proposes a
generic paradigm based on momentum encoder. In (Thoker,
Doughty, and Snoek 2021), the authors propose ISC that
uses different network architecture to encode skeleton se-
quences and learns similarities between different skeleton
representations. 3s-CrosSCLR (Li et al. 2021) and AimCLR
(Guo et al. 2022) use cross-stream skeleton sequences for
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ẑ

x0
x1

x2
S

Ŝ

～S

S

～S

Ŝ
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Figure 2: The overall pipeline of the proposed CAGE. We first augment the gait sequence into three different views (S, Ŝ, and
S̃). Then, the encoder extracts z and ẑ while ACL is used to blend ambiguity samples S̃ into the memory bank. Furthermore, our
approach learns gait representations with cross-coordinate supervision, building contrastive loss cross the Cartesian coordinate
and the Spherical coordinate. Note that the memory bank is maintained by ẑ.

contrastive learning, and improve the performance of their
model through knowledge mining strategy. However, these
methods highly depend on data augmentation, and they are
rarely explore the semantic consistency and diversity of the
augmented gait sequences. Thus, we introduce CAGE for
unsupervised gait-based emotion representation.

Method
Problem definition. Suppose S = (S1, . . . , ST ) is a
3D skeleton sequence that contains T consecutive frames,
where Si ∈ RJ∗3 contains J different body joints. Let

Φ =
{

S(i)
}N

i=1
be a gait set containing N sequences. Our

task is to train an encoder f(S; θ), which learns an effective
gait representations from Φ, without using any label. The
overview of our approach is shown in Fig. 2, and the detail
of each technical component are presented below.

GE-CLR Overview
Contrastive learning has been widely used in the field of
skeleton-based action recognition (Rao et al. 2021; Li et al.
2021). Inspired by this, we propose a simple Contrastive
Learning framework utilizing skeleton-based Gait for self-
supervised Emotion Representation (GE-CLR), which has a
similar structure to MoCo (He et al. 2020).

GE-CLR has a data augmentation function T (·), which
randomly transforms the original gait sequences into two
different views (S and Ŝ). Augmentation methods include
Crop (Li et al. 2021) and Joint Jittering (Thoker, Doughty,
and Snoek 2021). Crop is temporal augmentation strategy,
which symmetrically pads T/γ frames to the sequence and
then randomly crops it to the original length. γ is defined as
padding ratio. Joint Jittering is spatial augmentation strat-
egy, which randomly transforms the joint position. The
transformation is defined as Eq. 1.

SJitter = S[:, j] ·

[
r00 r01 r02
r10 r11 r12
r20 r21 r22

]
, (1)

where j is a subset of the joints J , and {r00, · · · , r22} are
the jitter factors sampled randomly from [−1, 1].

One gait sequence’s different augments are positive sam-
ples, other gait sequences’ different augments are consid-
ered as negative samples. Two encoders f(S; θ) and f̂(Ŝ; θ̂)
project both views of the original gait sequence to an em-
bedding feature space (z and ẑ). We use the memory bank
Ni that is a first-in-first-out queue to store the feature rep-
resentation of negative samples. The memory bank is up-
dated per iteration by ẑ. Specifically, the parameter of f̂ is
updated as: θ̂ ← mθ̂ + (1 − m)θ, where m is a momen-
tum coefficient. GE-CLR uses InfoNCE (van den Oord, Li,
and Vinyals 2018) to calculate contrastive loss, formulated
as Eq. 2.

LBase = LInfoNCE(ẑ, z,Ni)

= − log
exp(ẑ · z/τ)

exp(ẑ · z/τ) +
∑

n∈Ni
exp (ẑ · zn/τ)

,

(2)
where zn ∈ Ni, and τ denotes the temperature hyper-
parameter.

Ambiguity Contrastive Learning (ACL)
Unlike images, the semantics of skeleton-based gait se-
quence is unstable. As shown in Figure 3, although the two
gait sequences are sampled consecutively and alternately, re-
spectively, the observer can easily tell they are dissimilar. So,
why does the same gait sequence show different semantics?
(Wang, Jiao, and Liu 2020) point out that human visual sys-
tem is sensitive to video pace and speed play a crucial role in
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(a) 1X-speed (b) 2X-speed

Figure 3: Visualization of the same sample at different play-
back speeds. (a) is raw sample that is labeled as ”sad”
without any pre-processing. (b) is sampled alternately (2X-
speed), and adding a little noise.

video representation. The related works (Crenn et al. 2016;
Wang et al. 2020) also prove that speed and joint angle are
important features when using gait for mental state detec-
tion. Therefore, we think that changing speed and irregular
distortions may lead to gait sequences with ambiguous se-
mantic information, and thus the transformed gait sequences
are pushed into other semantic space. Inspired by this, we
propose ACL that adds ambiguity samples to the memory
bank for withstanding semantic change.

Ambiguity Transform. Given a gait sequence S, it is
transformed by T̃ (·) into S̃. We call S̃ ambiguity sequence,
meaning that the sequence has uncertain semantic infor-
mation and no clear label. The ambiguity transform func-
tion T̃ (·) consists of two parts, which achieves the goal of
pushing positive samples into ambiguous semantic space by
changing speed and joint angle.

First, S̃ is divided into S̃up and S̃down according to dif-
ferent playback speed. We suppose r is playback speed,
S̃up is the upsampling sequence. For instance, when r = 2
and starting from the ith frame, we keep the frame set
{i, i+r, i+2r, ...}. When r < 1, S̃down is the downsampling
sequence, we use linear interpolation to get new sequence,
formulated as Eq. 3.

S̃down = S[L : L+ rT ], (3)

where L is randomly selected starting frame, L ∈ [0, T −
rT ], r ∈ (0, 1).

Second, in order to make a gait sequence deviate from
the original semantics as much as possible, we use the shear
transformation that simulates the potential morphological
changes of the gait sequence (Yang et al. 2022). The trans-
formation formula is shown in Eq. 4.

S̃ = S̃[:, j] ·

[
1 s12 s13
s21 1 s23
s31 s32 1

]
, (4)

where j is a subset of the joints, s12, s13, s21, s23, s31, s32
are shear factors sampled randomly from [−0.5, 0.5].

In prototypical contrastive learning paradigm, the mem-
ory bank is maintained by the negative samples. Since the
ambiguity samples could have deviated from the original se-
mantics, we propose using the ambiguity samples S̃ to obtain
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Figure 4: Conceptual comparison of three memory bank up-
dating mechanisms.

more diverse negative samples and mine latent representa-
tion. In other words, the memory bank is updated by both
ambiguity samples and negative samples. In this paper, we
propose three strategies for updating the memory bank, as
shown in Figure 4.

Hybrid Samples Memory Bank (HSMB). Since the se-
mantics of ambiguity samples S̃ could have changed, we
consider S̃ as negative example and blend it directly into the
memory bank, as shown in Eq. 5. When calculating the sim-
ilarity between the positive samples and the negative sam-
ples, we use Eq. 6 as loss function. Figure 4.(a) gives an
overview of HSMB.

Ñi =
{
f̂
(
T (Ŝn); θ̂

)
, z̃ | ∀n 6= i

}
, (5)

where z̃ is obtained by f̂
(

S̃; θ̂
)

.

LHybrid = LInfoNCE

(
ẑ, z, Ñi

)
. (6)

Ambiguity Samples Memory Bank (ASMB). GE-CLR
needs to maintain the memory bank that contains thousands
of negative samples, which brings redundant computation
during contrastive training. In order to get rid of the de-
pendence on negative samples, we focus on the similarity
between positive samples and ambiguous samples, the con-
trastive loss function is written as Eq. 7. On the one hand,
we are unconcerned about whether different samples have
different representations, like BYOL (Grill et al. 2020). On
the other hand, we keep the main architecture of MoCo, and
the samples in the memory bank is replaced by z̃. As shown
in Figure 4.(b), we transform raw sample into S, Ŝ, and S̃ for
contrastive learning without negative samples.
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LPositive = LInfoNCE (ẑ, z, z̃) . (7)
Cooperation Samples Memory Bank (CSMB). Previ-

ous work prove that multi-level supervision can enhance in-
stance discrimination (Yao et al. 2021; Xie et al. 2021; Tian,
Krishnan, and Isola 2020; Han, Xie, and Zisserman 2020).
Inspired by this, we facilitate GE-CLR via the ambiguity
samples discrimination task. The pre-trained gait encoder is
learned to not only differentiate the normal positive sam-
ples from the memory bank, but also increase the similar-
ity between ambiguous sample and positive samples. The
overview architecture of cooperation samples memory bank
is illustrated in Figure 4.(c). The complete loss function is
defined as Eq. 8.

LCooperation = LBase + LPositive. (8)

Cross-Coordinate Contrastive Learning (C3L)
Most existing skeleton-based gait recognition methods are
performed in the Cartesian coordinate, and have not yet
explored the rich cross-coordinate supervision informa-
tion. The Cartesian coordinate mainly reflects the position
changes of joints, while the Spherical coordinates can better
reflect the angle changes of joints. Moreover, we have al-
ready discussed that speed and joint angles are important in-
dicators for studying the relationship between emotion and
gait (Wang et al. 2020). However, joint angle is a hidden
variable in the Cartesian coordinate, which is not easy to be
captured by neural network. Considering that the two coor-
dinates can be converted to each other, complementary infor-
mation preserved in different coordinates can assist the op-
eration to explore the inherent semantic information in dif-
ferent coordinate. More specifically, we propose C3L, which
trains both the Cartesian coordinate and the Spherical coor-
dinate data stream together via their respective encoder si-
multaneously.

First, we convert the data to the Spherical coordinate ac-
cording to Eq. 9. Then, we feed two group data under dif-
ferent coordinates to GE-CLR and get gait representations,
respectively, as shown in Figure 2. r =

√
x20 + x21 + x22

θ = arccos x2

r
ϕ = arctan x1

x0

, (9)

where [x0, x1, x2] denotes the 3D coordinates of body joint,
r is is the radial distance from the origin of the coordinates,
ϕ ∈ [0, 2π] is azimuth, θ ∈ [0, π] is elevation.

In order to pursue cross-coordinate consistency in con-
trastive learning, we refer to the gait sequences in the Carte-
sian coordinate to guide the learning process in the Spher-
ical coordinate. The Cartesian↔Spherical contrastive loss
can be written as Eq. 10.

LC↔S = LInfoNCE

(
ẑ, z,N S

i

)
, (10)

where N S
i is the memory bank obtained in the Spherical

coordinate.
As a summary, the complete loss function of CAGE can

be defined as follows:

LCAGE = λ1LC + λ2LS + LC↔S , (11)
where LC and LS represent the input data from the Carte-
sian coordinate and the Spherical coordinates, respectively.
In this paper, LC and LS are calculated the same method as
LCooperation. λ1 and λ2 are the weight coefficients to trade
off the importance of different loss.

Experiments
Datasets
In this paper, we use Emotion-Gait (E-Gait) datasets (Bhat-
tacharya et al. 2020a) to evaluate our approach. The dataset
contains 2,177 gait samples covering four emotions (hap-
piness, sadness, neutral, angry). It consists of two subsets.
Part I contains 342 gait sequences, in which 90 participants
were asked to imagine different emotions during walking,
and then the camera recorded their gait. In part II , 1835
samples from ELMD dataset (Habibie et al. 2017) were an-
notated by the 10 annotators. All samples are skeleton data
and contain J = 16 body joints. We use a split of 4:1 for
training and testing sets and fix it, and this split is used for
all experiments.

Experimental Settings
All the experiments are conducted on with the PyTorch
framework (Paszke et al. 2019). We train our model on one
NVIDIA Titan V GPU. For data pre-processing, we pro-
cess each gait sequence according to ISC (Thoker, Doughty,
and Snoek 2021) and resize them to the same length (250
frames) by padding zeros. We take the top-1 accuracy (Acc)
as evaluation criteria.

Self-supervised Pretext Training. For data augmenta-
tion, we set the joint jittering j = 10 and the padding ra-
tio γ = 6. For the encoder, A-GCN (Shi et al. 2019) is
adopted as the backbone. For contrastive settings, we fol-
low that in AimCLR (Guo et al. 2022), but the size of the
negatives set N is 2,048. In particular, the size of ASMB is
the same as the mini-batch size. For GE-CLR, we use SGD
(momentum = 0.9 and weight − decay = 0.0001) opti-
mizer and train for 200 epochs with a learning rate of 0.1,
which is multiplied by 0.1 at epoch 100 and 160. The mini-
batch size is set to 32. CAGE follows that in GE-CLR, but
the model trains for 300 epochs with a learning rate of 0.1
(multiplied by 0.1 at epoch 150 and 250).

Linear Evaluation Protocol. We append a linear clas-
sifier to the frozen encoder, and then training the classifier
supervisedly. The model is trained for 100 epochs with the
learning rate 30 (multiplied by 0.1 at epoch 50 and epoch
70).

Finetuned Evaluation Protocol. Attaching the trained
encoder to a linear classifier, and then training the whole
model for emotion recognition task. The model is trained
for 20 epochs with the learning rate 0.001 (multiplied by 0.1
at epoch 10).

Semi-supervised Evaluation Protocol. Following fine-
tune protocol, we fine-tune the pre-trained encoder and the
final classification layer, but only 5%, 10%, 20%, and 50%
randomly selected labeled data are used.
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GE-CLR ACL C3L Acc(%)

X 76.38
X X 78.67
X X 76.83
X X X 79.59

Table 1: Performance comparison of different components
of our method. ”X” indicates that the corresponding model
component is used.

Ablation Study
We conduct ablation study to demonstrate the effectiveness
of our method. All the experiments in this section follow the
unsupervised pre-training and linear evaluation protocol.

Effectiveness of ACL and C3L. We perform ablation
study to provide solid validation of each model component.
As report in Table 1, we first observe that when introduc-
ing ACL, the accuracy is improved by 2.29%, which fully
verify that ambiguous samples can make the encoder learn
more movement features for gait-based emotion recognition.
However, it is worth noting that compared with ACL, the
gait representations built by C3L show limited effectiveness
(only 0.45% accuracy improvement). That‘s because, C3L
with two inputs (the Cartesian coordinate and the Spheri-
cal coordinate) is difficult to converge during pre-training.
Therefore, we increase the number of epoch to achieve sta-
ble gait representations. The experimental results show that
CAGE achieves the highest accuracy when C3L is further
introduced.

Qualitative Results. We apply t-SNE (Van der Maaten
and Hinton 2008) visualization of the embedding distri-
bution of GE-CLR and CAGE in Figure 5. From the vi-
sual results, we have the following conclusions: (1) Our ap-
proach can roughly cluster the embeddings of the same class
and map them uniformly on a hypersphere. (2) Features of
CAGE presents a more discriminative distribution than GE-
CLR, which makes the emotion classes that overlapped se-
riously more discriminative distribution.

Effectiveness of Playback Speed. As hyper-parameter r

(a) GE-CLR (b) CAGE

Figure 5: t-SNE visualization of embeddings at different
model during pre-training. Embeddings from four emotions
are sampled and visualized with different colors. More vi-
sual results are shown in Appendix.

Sampling Method Playback Speed (r) Acc(%)

Up 2 77.06
Up 4 78.67
Up 8 78.67

Down 0.1 77.29
Down 0.3 78.44
Down 0.5 77.06

Table 2: Performance comparison of different playback
speed.

determines the speed of samples, influencing the similarity
between positive samples and ambiguity samples, we study
how r impacts the performance in ACL. In the subsection,
we conduct ablation study using HSMB. From Table 2, we
can see that the smaller r leads to the similar augmented
gait sequences rather than bringing rich semantic informa-
tion. However, ACL is always better than GE-CLR under
the same protocol no matter using S̃up or S̃down. Finally, we
consider two playback speed candidates according to differ-
ent sampling method, where the corresponding speeds r are
4, 0.3, respectively.

Effectiveness of Ambiguity Samples. In this subsec-
tion, we evaluate the effectiveness of different memory bank
(HSMB, ASMB, and CSMB). From Figure 6, we have sev-
eral observations: (1) ACL performs mostly better than GE-
CLR, which verifies the necessity of ambiguity samples.
(2) Using the upsampling sequences Sup produces evident
performance gain (1.37%-2.29% accuracy) when compared
with normal memory bank without ambiguity samples. (3)
Although the performance of ASMB is not stable, the result
is obtained without negative samples. It proves our claim
that ambiguous samples that have deviated from the original
semantics can help the model learn novel movement patterns
and improve the gait representations.

HSMB ASMB CSMB
72

73
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77

78

79

80
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A
cc
(%
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78.44

76.61
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75.46
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76.6176.61

GE-CLR

Sup
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Sup +  Sdown

Figure 6: Comparison of linear evaluation results of the dif-
ferent memory bank.

1831



Input ACL Acc(%)

Cartesian coordinate - 76.38
Cartesian coordinate X 78.67

Spherical coordinate - 72.02
Spherical coordinate X 74.08

Cross-coordinate - 76.83
Cross-coordinate X 79.59

Table 3: Performance comparison of different coordinate.

Method Acc(%)

Supervised

Hand-crafted Features(IC3D 2016) 66.22
ST-GCN(AAAI 2018) 65.62
Base-STEP(AAAI 2020a) 78.24
TEW(ECCV 2020b) 81.89
STEP(AAAI 2020a) 82.15
TNTC(ICASSP 2022) 85.97

Unsupervised

ISC(ACM MM 2021) 72.93
3s-CrosSCLR(CVPR 2021) 76.83
AimCLR(AAAI 2022) 74.31
CAGE(Ours) 79.59

Table 4: Linear evaluation results.

Effectiveness of Different Coordinate. We conduct ex-
periments on different inputs to verify the performance of
our approach. From Table 3, one can see that the accuracy
on the Cartesian coordinate input and the Spherical coordi-
nate input are 76.38% and 72.02%, respectively. Especially,
when introducing ACL, the accuracy is improved by 2.29%
and 2.06%. We also observe that pre-training with two inputs
side by side is considerably better than only learning with
a single input. It also proves that our approach can pursue
cross-coordinate semantic consistency for learning suitable
features.

Comparison with State-of-the-art
As few unsupervised results are reported on gait-based emo-
tion recognition, we compare GE-CLR and CAGE with
some skeleton-based self-supervised methods that are sim-
ilar to gait-based emotion recognition task.

Linear Evaluation Results. We conduct an extensive
comparison with existing supervised methods and recent
paper in the field of skeleton-based self-supervised action
recognition. As shown by Table 4, compared with unsuper-
vised method, the accuracy of CAGE is improved by 2.76%-
6.66%. What’s more, our approach not only defeats unsuper-
vised methods, but also achieves comparable or even supe-

Method Acc(%)

ISC(ACM MM 2021) 71.56
3s-CrosSCLR(CVPR 2021) 79.36
AimCLR(AAAI 2022) 76.15
GE-CLR(Ours) 81.88
CAGE(Ours) 82.57

Table 5: Finetuned evaluation results.

Method 5% 10% 20% 50%

ISC(ACM MM 2021) 60.78 61.69 62.16 67.89
3s-CrosSCLR(CVPR 2021) 62.61 70.87 72.48 70.41
AimCLR(AAAI 2022) 49.54 61.93 61.01 65.82
GE-CLR(Ours) 66.51 74.31 77.75 81.42
CAGE(Ours) 70.64 78.90 79.13 81.65

Table 6: Semi-supervised evaluation results.

rior performance to some supervised methods. From these
results, we can observe that our approach enjoys obvious
advantages over existing skeleton-based methods in terms
of gait-based emotion performance.

Finetuned Evaluation Results. For fair comparisons, we
follow the same protocol as 3s-CrosSCLR (Li et al. 2021),
but the number of epoch is 20. As shown in Table 5, our ap-
proach surpasses ISC (Su, Lin, and Wu 2021), 3s-CrosSCLR
(Li et al. 2021) and AimCLR (Guo et al. 2022) by 3.21%-
11.01% accuracy on finetuned evaluation protocol. It shows
that CAGE can more easily capture gait features and learn
better gait representations.

Semi-supervised Evaluation Results. The results in Ta-
ble 6 reveal that our approach is always better than other
unsupervised methods under the same proportion of labeled
data no matter. In particular, when there is only 5% labeled
subset, our approach performs better than other model by a
large margin (8.03%-21.10% accuracy improvement). It in-
dicates that our approach is especially suited to learn from a
small amount of labeled data.

Conclusion
In this paper, we propose a cross-coordinate contrastive
learning framework named CAGE, which mainly focuses
on obtaining effective gait representations from unlabeled
skeleton-based data for emotion recognition. We focus on
the semantic consistency and diversity, which are two crit-
ical factors for learning gait representations. We propose
ACL to learn diverse semantics and C3L to pursue the in-
trinsic semantic consistency information of gait sequences.
Experiments indicate that CAGE significantly outperforms
existing skeleton-based unsupervised methods under a vari-
ety of evaluation protocols, and its performance is compara-
ble or even superior to some supervised learning methods.
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Acknowledgments
This work was supported in part by the National Key Re-
search and Development Program of China (Grant No.
2019YFA0706200), in part by the National Natural Science
Foundation of China (Grant No.61632014, No.61627808).

References
Bhattacharya, U.; Mittal, T.; Chandra, R.; Randhavane, T.;
Bera, A.; and Manocha, D. 2020a. STEP: Spatial Tempo-
ral Graph Convolutional Networks for Emotion Perception
from Gaits. In AAAI, 1342–1350.
Bhattacharya, U.; Roncal, C.; Mittal, T.; Chandra, R.; Kap-
saskis, K.; Gray, K.; Bera, A.; and Manocha, D. 2020b. Take
an emotion walk: Perceiving emotions from gaits using hier-
archical attention pooling and affective mapping. In ECCV,
145–163. Springer.
Cao, Z.; Simon, T.; Wei, S.-E.; and Sheikh, Y. 2017. Re-
altime multi-person 2d pose estimation using part affinity
fields. In CVPR, 7291–7299.
Chen, T.; Kornblith, S.; Norouzi, M.; and Hinton, G. 2020a.
A simple framework for contrastive learning of visual repre-
sentations. In ICML, 1597–1607.
Chen, X.; Fan, H.; Girshick, R. B.; and He, K. 2020b.
Improved Baselines with Momentum Contrastive Learning.
arXiv:2003.04297.
Crenn, A.; Khan, R. A.; Meyer, A.; and Bouakaz, S. 2016.
Body expression recognition from animated 3D skeleton. In
2016 International Conference on 3D Imaging (IC3D), 1–7.
Daoudi, M.; Berretti, S.; Pala, P.; Delevoye, Y.; and Bimbo,
A. D. 2017. Emotion recognition by body movement rep-
resentation on the manifold of symmetric positive definite
matrices. In International Conference on Image Analysis
and Processing, 550–560. Springer.
Deligianni, F.; Guo, Y.; and Yang, G.-Z. 2019. From emo-
tions to mood disorders: A survey on gait analysis method-
ology. IEEE journal of biomedical and health informatics,
23(6): 2302–2316.
Dwibedi, D.; Aytar, Y.; Tompson, J.; Sermanet, P.; and Zis-
serman, A. 2021. With a little help from my friends: Nearest-
neighbor contrastive learning of visual representations. In
CVPR, 9588–9597.
Fernández-Dols, J.-M.; and Ruiz-Belda, M.-A. 1995. Ex-
pression of emotion versus expressions of emotions. In Ev-
eryday conceptions of emotion, 505–522. Springer.

Grill, J.-B.; Strub, F.; Altché, F.; Tallec, C.; Richemond,
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