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Abstract

Weakly-supervised temporal action localization (WTAL)
aims to detect action instances given only video-level la-
bels. To address the challenge, recent methods commonly
employ a two-branch framework, consisting of a class-aware
branch and a class-agnostic branch. In principle, the two
branches are supposed to produce the same actionness acti-
vation. However, we observe that there are actually many in-
consistent activation regions. These inconsistent regions usu-
ally contain some challenging segments whose semantic in-
formation (action or background) is ambiguous. In this work,
we propose a novel Actionness Inconsistency-guided Con-
trastive Learning (AICL) method which utilizes the consis-
tent segments to boost the representation learning of the in-
consistent segments. Specifically, we first define the consis-
tent and inconsistent segments by comparing the predictions
of two branches and then construct positive and negative
pairs between consistent segments and inconsistent segments
for contrastive learning. In addition, to avoid the trivial case
where there is no consistent sample, we introduce an action
consistency constraint to control the difference between the
two branches. We conduct extensive experiments on THU-
MOS14, ActivityNet v1.2, and ActivityNet v1.3 datasets, and
the results show the effectiveness of AICL with state-of-the-
art performance. Our code is available at https://github.com/
lizhilin-ustc/AAAI2023-AICL.

Introduction

Temporal action localization is a task to localize the start and
end timestamps of action instances and recognize their cate-
gories. In recent years, many works (Nawhal and Mori 2021;
Zhao et al. 2017; Zhai et al. 2020; Zhao et al. 2022) put ef-
fort into a fully-supervised manner and gain great achieve-
ments. However, these fully-supervised methods require ex-
tensive manual segment-level annotations. Different from
the fully-supervised method, the weakly-supervised method
only needs video-level labels for training, that is, each video
only needs to give the action category that appears in it.
Meanwhile, weakly-supervised methods can avoid noise in
frame-level annotations. Most of the existing methods use
a multi-instance learning mechanism, where a video-level
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Figure 1: Illustration of the “CliffDiving” action scores for
the class-agnostic and class-aware branches. Curves repre-
sent segment-wise activation scores.

classifier is trained using the video-level annotations of ac-
tion categories. Using the classifier, we can obtain a se-
quence of class logits or predictions, i.e., class activation se-
quence (CAS). However, the learned CAS is usually noisy
due to the lack of frame-level annotations.

To this end, recent methods (Lee, Uh, and Byun 2020;
Huang, Wang, and Li 2021; Ma et al. 2021; Qu et al. 2021)
typically employ a two-branch structure, which is comprised
by a class-aware branch and a class-agnostic branch. The
class-aware branch uses multi-instance learning and video-
level labels to learn category-specific T-CAS, while the
class-agnostic branch focuses on the general action in the
video. By digging into these two branches, we find that the
two branches do not always activate the same regions. To
be specific, there are mainly two types of cases that ac-
count for the differences. The first type is the error related
to scene information. For example, in Figure 1, @ and ®
are non-action regions but contain scene information (such



as “cliffs” in Figure 1) for specific action class. For these
two cases, the class-aware branch generates wrong action
activation (i.e. high action score), while the class-agnostic
branch will not as there is no obvious action cue. @ and
@ are two action regions without scene information, so the
class-aware branch will not generate the corresponding ac-
tion activation. But yet, the class-agnostic branch does. The
second type is the error related to action information. For
example, the human body in @ is small and there is no sig-
nificant body movement, thus the class-agnostic branch will
not produce action activation. However, the scene informa-
tion in @ is very conspicuous, so the class-aware branch
produces the corresponding action activation. In ®, there
is a “cheering” action unrelated to the label category, the
class-agnostic branch produces false action activation since
it can identify general action information and is unable to
distinguish action categories. Obviously, for segments that
are activated simultaneously in both branches (named con-
sistent segments), the model can easily determine whether
they are actions or backgrounds. For ambiguous segments
that do not have simultaneous activations in both branches
(named inconsistent segments), the model cannot perform
accurate action/background classification, which is harmful
to the final performance. It comes into our mind: is it pos-
sible to utilize the accurate consistent segments to refine the
inconsistent segments?

In recent years, contrastive learning(Chen et al. 2020; He
et al. 2020) has been proven to be an effective way to learn
feature representations. The goal of contrastive learning is
to learn a feature encoder that allows anchors and posi-
tive samples to learn similar representations, and negative
samples to learn more different representations. Inspired by
these works, we propose Actionness Inconsistency-guided
Contrastive Learning(AICL), which aims to use contrastive
learning as a tool to improve the learning of inconsistent seg-
ments. Specifically, we first define the inconsistent segments
with higher/lower action scores as inconsistent action/back-
ground segments. For the inconsistent action segments, we
enforce their representation to be as close to the representa-
tion of the consistent action segments as possible, and away
from that of the consistent background segments; for incon-
sistent background segments, we adopt the opposite strategy.
By this means, the representation of inconsistent segments is
refined with the help of consistent segments.

Although contrastive learning is introduced, we observe
that there is still an issue. To be specific, the difference be-
tween the action predictions of the two branches will grad-
ually increase as the model training progresses, resulting in
the inability to select enough consistent action/background
segments for contrastive learning. In order to maintain con-
trastive learning, we impose a two-branch action consistency
constraint that collaboratively trains these two branches to
reduce the inconsistency between the two branches.

To summarize, our contribution is three-fold:

* We highlight that there exists inconsistency between the
class-aware branch and the class-agnostic branch, and
propose a WTAL framework named AICL, which lever-
ages contrastive learning to make the representation of
inconsistent segments more discriminative.
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* We propose an action consistency constraint to reduce
the difference between the class-aware branch and the
class-agnostic branch, so as to maintain enough consis-
tent segments for contrastive learning.

* We conduct extensive experiments on three public bench-
marks, where our proposed method achieves state-of-the-
art results.

Related Work

Contrastive Representation Learning. Contrastive Rep-
resentation Learning (Hadsell, Chopra, and LeCun 2006;
Chen et al. 2020; He et al. 2020; Chen and He 2021) fo-
cuses on learning common features between instances of the
same class and distinguishing differences between instances
of different classes. In recent years, contrastive learning has
made impressive progress in unsupervised representation
learning. It uses data internal patterns to learn an embed-
ding space where associated signals are brought together
while unassociated ones are distinguished via Noise Con-
trastive Estimation (NCE) (Gutmann and Hyvirinen 2010).
SimCLR (Chen et al. 2020) randomly samples a part of the
samples as a batch, performs two different data enhance-
ments on the samples in a batch, and hopes that the same
sample with different data enhancements is as close as possi-
ble and far away from other samples. MoCo (He et al. 2020)
uses a momentum updated memory bank of old negative rep-
resentations to get rid of the batch size restriction and enable
the consistent use of negative samples.

Weakly-Supervised Temporal Action Localization. In
order to save the cost of labeling and avoid labeling noise,
weakly-supervised temporal action localization(WTAL) is
proposed. Compared to fully-supervised temporal action lo-
calization, which requires precise annotation of each ac-
tion instance, weakly-supervised temporal action localiza-
tion methods only require video-level action class labels dur-
ing training. At present, in the field of weak supervision,
there are two main methods: one(Islam, Long, and Radke
2021; Lee, Uh, and Byun 2020; Liu et al. 2021b; Zhang
et al. 2021; Ma et al. 2021) first obtains frame-level action
scores, i.e. the class activation sequence CAS, and then in-
troduce a top-k mechanism to construct video-level classifi-
cation scores. This method tackles this problem using the
multiple-instance learning (MIL) framework(Carbonneau
et al. 2018). Another(Nguyen et al. 2018; Yu et al. 2019;
Nguyen, Ramanan, and Fowlkes 2019; Min and Corso 2020)
formulates this task as an action recognition problem and
introduces a foreground-background separation attention
branch to construct video-level features, then apply an ac-
tion classifier to recognize videos.

Contrastive Learning in Weakly-Supervised Temporal
Action Localization. To enhance representation learn-
ing, many weakly-supervised methods introduce contrastive
learning. CoLA (Zhang et al. 2021) introduces the seg-
ment contrastive estimation to the WTAL task. They hope
to improve the representation of hard segments through
contrastive learning. FTCL (Gao, Chen, and Xu 2022) ar-
gues that learning by contextually comparing sequence-to-



sequence distinctions offers an essential inductive bias in the
WTAL and helps identify coherent action instances. DCC
(Li et al. 2022) proposes a novel denoised cross-video con-
trastive algorithm, aiming to reduce the impact of wrong di-
vision of positive/negative sample pairs.

Method
Problem Definition

In this paper, we define V' = {vi}le as an untrimmed video
with L frames. It is annotated with its video-level action la-
bel {yc}il, where /. is a binary vector indicating whether
the action exists. C' is the number of action classes in the
dataset. In the inference stage, the model predicts all action
instances in a video, then outputs a series of action instances
{¢, q, s, te }, Where ¢ denotes the predicted action class, ¢ is
the confidence score, t; and t. represent the start time and
end time of the action instances.

Feature Extraction

Following recent WTAL methods (Zhang et al. 2021; Ma
et al. 2021), for a given untrimmed video, we first evenly
divide it into a fixed number (denoted by T') of segments.
Each segment has 16 frames. Then we apply a pre-trained
feature extractor (i.e., I3D (Carreira and Zisserman 2017)) to
extract segment-level features from both RGB and optical-
flow streams. We use matrix tensors Fp € RT*P and Fp €
RT*P to represent the RGB and optical flow features of the
whole video, respectively, where D means the dimension of
the feature vector.

Class-aware Branch

The class-aware branch learns category-related action in-
formation with the given video-level action labels. Specif-
ically, we first concatenate F'r and F'r together in the chan-
nel dimension, denoted as F' € RT*2P and then feed F
into the feature embedding layer f to get the hybrid feature
E € RT*PDe;

E=f(F) ey

After that, we obtain the segment-level class activation se-
quence through the classification layer cls:

CAS = cls (F) )
Then, following (Zhang et al. 2021), we sum C AS € RTxC
along the channel dimension followed by the sigmoid func-
tion to obtain a class-aware aggregation and use it to repre-
sent the actionness score A:

A = Sigmoid (Sum (CAS)) 3)
Action Loss. Multiple instance learning (Carbonneau
et al. 2018) is used to train the class-aware branch, where
top-k pooling is applied over CAS for each class to make
video-level class predictions. In order to take both category-
dependent action information and category-independent ac-
tion information into consideration, we propose to combine
the CAS of the class-aware branch and the actionness score
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of the class-agnostic branch to form a new score sequence
Ascore for top-k selection. That is,

Ascore =7 SOfthLJ’(CAS) + (1 - 7) (AR =+ AF) “)
where v is a hyperparameter that adjusts the fusion scale,
Ar € RT*! and Ap € RT*! represent the actionness
scores output by the class-agnostic branch, which will be
introduced in the next section. In Eq4, we extend the dimen-
sions of Ar and Ap from T' x 1 to T x C by copying the
value C times. We denote the set of top-k instances for each
class ¢ as 7. According to the selected indexes of the seg-
ments in 7., we aggregate the corresponding regions of CAS
to get the video-level category prediction p... Finally, the ac-
tion loss £, is calculated in the form of cross-entropy loss
with the ground-truth y:

C
Lo=—= yclogpe 5)
c=1

Class-agnostic Branch

The class-aware branch will be biased by the class-specific
contextual information (Ma et al. 2021), which affects the
accuracy of action localization. To address this problem,
we introduce the class-agnostic branch to learn category-
independent action information. Specifically, we feed the
RGB and optical flow features into two different embedding
layers separately. The RGB embedding layer fr obtains the
embedding Er € RT*Pe from RGB features F:
Er = fr(Fr) (6)

Then the actionness score of RGB stream (denoted by Ap €
RT*1) is obtained through a classification layer clsg and
Sigmoid function:

Ag = Sigmoid (clsg (ERr)) @)
Optical flow features go through a similar process and we
will get the action score of optical flow Ap. To fuse RGB
and optical flow information, we compute the final action-
ness score A, as follows:

Aca — (A'Fi—;%ﬁ’) (8)
Class-agnostic Loss. To obtain the supervision signal
for training the class-agnostic branch, we adopt a simple
pseudo-label generation method proposed in ASL(Ma et al.
2021), which selects the K segments with the highest scores
in the categories presented in the video-level labels as the
action segments (denoted by 7 %), and the rest are back-
ground segments (denoted by 7). Due to the low quality of
pseudo-labels, we use generalized cross-entropy loss (Zhang
and Sabuncu 2018) to calculate the action-background bi-
nary classification loss of RGB L, ,:

1
Comn = 1737 2

teT?

1- (AR;t)q

q

1 1—(1— Ag)?

+ E— - @ 7

7] teZ;b ¢

)

Like L., we can get action-background binary classifica-

tion loss for the optical flow stream (denoted by L.,,.), thus

the overall class-agnostic loss (denoted by L.,) can be com-
puted as follows:

Eca = EcaR + ﬁcap (10)
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Figure 2: The framework of the proposed AICL. We first construct a two-branch baseline model, consisting of a class-aware

branch and a class-agnostic branch. Then we compare the A*™ and A

bin o obtain consistent action segments(C A), consis-

tent background segments(C B), inconsistent action segments (I A), and inconsistent background segments(/ B). Finally, we
employ a novel contrastive learning scheme, which explores the relationships between the above segments to improve their

representations.

Multimodal Consistency Constraints. The motivation
for the multimodal consistency loss is that there is a large
noise in the hard pseudo-label. In order to alleviate the im-
pact of the label noise on network training, we use late fusion
on the class-agnostic branch to predict the results of the two
modalities. The predicted scores of the two modalities can
serve as soft pseudo-labels for each other. The multimodal
consistency loss is added to promote collaborative training
of different modalities which can help to complement each
other in a proper way. Here we use the mean squared error
to calculate the multimodal consistency loss:

6(Ar, ¢(Ar)) + 6(Ar, 9(Ar))
2

where ¢(+) represents a function that truncates the gradient
of input, §(-) means mean squared error function.

me

(11)

Contrastive Learning

It is difficult to learn discriminative representations with
only weak supervision. Recently, contrastive learning (Had-
sell, Chopra, and LeCun 2006; Chen et al. 2020; He et al.
2020; Chen and He 2021) is proven to be effective in repre-
sentation learning without ground-truth labels. Motivated by
this, we propose to enhance representation learning of the
segments through contrastive learning, especially for am-
biguous segments. Specifically, after getting A and A.,, we
calculate the median of A and A., respectively. After that,
we label the segments above the median as action and those
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below the median as background. That is, we divide half of
the segments in the video into action and the other half into
the background. We denote the division results on the two
branches as A" and A%™, respectively. Thereafter, we re-
gard the segments that are labeled as action in both A%"
and A%™ as consistent action segments (C'A) and the seg-
ments that are labeled as background in both A%" and A%"
as consistent background segments (C'B). When a segment
is classified differently in A" and A%", we consider the
segment to be an inconsistent segment. Among the incon-
sistent segments, we select the k£ segment with the highest
action scores as the inconsistency action segment(/ A), and
we select the k actions with the lowest action scores as the
inconsistency background segment(/ B).

In this paper, as shown in Figure 2, we define four types of
positive and negative sample pairs for contrastive learning:
1) positive samples of I A are C'A, and negative samples are
C B; 2) positive samples of I B are C'B, and negative sam-
ples are C'A; 3) positive samples of C'A are I A, and neg-
ative samples are C'B; 4) positive samples of C'B are I B,
and negative samples are C'A. In this way, the relationships
between consistent segments and inconsistent segments are
comprehensively explored.

Contrastive Loss. Formally, we denote the query as x, the
positive sample as ", and the negative sample as x~. If
x € F1A then z+ € EC4, 2~ € E€B; if 2 € E!B then
xt e ECB x— € ECA if x € ECA then 2t € E4,
z~ € E9Bifz € EYB thenzt € BB, 2~ € E°4. In



the class-agnostic branch, EXX means Ejy X or Ex~. X X
stands for CA/CB/IA/IB.

We compute the contrastive loss using the method in
MoCo (He et al. 2020):

exp (z7 -2t /7)

L(E)

Z —log

M
=y 2lim1 €TP

(12)

where 7 is a temperature hyper-parameter per (Wu et al.
2018), 2T represents the transpose of  and M is the number
of negative samples.

The contrastive loss used in our method is as follows:

Loon = L (E™) + £ (E') + £ (E“P) + £ (E°Y)
(13)

Like L.,,, we can compute the contrastive loss on the RGB
stream and optical stream of the class-agnostic branch, i.e.,
Leony, and Lcon .. The final contrastive loss L. is obtained
by aggregating Leon, Leonps Leonp:

Ec = Econ + EconR + Econp (14)

Action Consistency Constraints. Since the class-aware
branch and the class-agnostic branch are trained in differ-
ent manners, as the training progresses, the difference be-
tween the prediction results of the two branches will grad-
ually increase, as shown in Figure 3. If the predictions of
the two branches are too different, we will not be able to
select enough consistent action/background samples to sus-
tain contrastive learning. In order to maintain contrastive
learning, we propose the two-branch action consistency con-
straint. Specifically, we compute the action consistency loss
with the mean squared error, as follows:

0(Aca; $(A)) + 0(A, $(Aca))
2

where ¢(-) represents a function that truncates the gradient
of input, 4(-) means mean squared error.

ACac = (]5)

Discussion

Comparison with other two-branch models. The com-
plementarity between the class-aware and the class-agnostic
branches is exploited in many works(Lee, Uh, and Byun
2020; Huang, Wang, and Li 2021; Ma et al. 2021; Qu et al.
2021). They mainly focus on the fusion of the two branches.
For example, (Qu et al. 2021) proposes to combine the re-
sults of both branches to improve the performance in the test
phase. In contrast, we aim to make use of the difference be-
tween the two branches to select segments for contrastive
learning rather than fusing these two branches.

Comparison with other methods with contrastive learn-
ing. Previous work, such as CoLA (Zhang et al. 2021) also
introduces contrastive learning for WTAL. It first delineates
the initial action boundary by using the coarse action score
predicted by the network, then proposes a dilation and ero-
sion operation, which selects the inner segments near the
action boundary as the hard action segments and the outer
segments as the hard background segments. However, due

(aT - 27 /7) + exp (2T - at/7)
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Figure 3: The change process of the number of consistent
segments during training on THUMOS14. The blue curve
represents training without action consistency constraints,
and the red curve represents training with action consistency
constraints.

to the low quality of the action boundary and the artificially
set fixed degree for dilation and erosion, it easily leads to
inaccurate action/background decisions for hard segments,
thereby reducing the effect of contrastive learning. In this
work, we construct two branches with different structures
and different functions to dynamically find the ambiguous
segments instead of just relying on the rough action score.
FTCL takes similar proposals as positive samples and dis-
similar proposals as negative samples. DCC divides the
video into multiple regions and generates denoised pseudo
labels for each region. According to the pseudo labels, pos-
itive samples of the same category and negative samples of
different categories are determined. In a word, our work is
based on segment-level contrastive learning, FTCL is based
on proposal-level, and DCC is based on region-level.

Training and Inference

Final Objective Function. To train the whole framework
end-to-end, we aggregate all aforementioned objective func-
tions to form the final objective function:

L= Ea + Lca + ’Ylﬁc + '72£mc + "Y?ycac (16)

where the v, 2 and 73 are hyperparameters.

Inference. In the test stage, following (Ma et al. 2021),
we use Agcore to localize actions. Firstly, we calculate
the video-level categorical probabilities in the class-aware
branch, which indicate the possibility of each action class
happening in the given video. Then we aggregate action pos-
sibilities of the class-agnostic branch and get A..-c. We ap-
ply multiple thresholds 0 < € < 1. All instances where se-
lection probability is above the threshold Agcore > 6 are
considered selected, and we take all consecutive sequences
as proposal candidates. Finally, Non-Maximum Suppression
(NMS) is applied to remove duplicated proposals.

Experiments
Datasets and Metrics

Datasets. There are 200 validation videos and 213 test
videos of 20 action classes in the THUMOS 14(Idrees et al.



. mAP@IoU (%) AVG
Supervision Method 01 02 03 04 05 06 07 |01:07
S-CNN (Shou, Wang, and Chang 2016) | 47.7 43.5 363 287 19.0 103 53 | 243
Fully TAL-Net (Chao et al. 2018) 59.8 57.1 532 485 428 338 208 | 45.1
P-GCN(Zeng et al. 2019) 69.5 675 636 578 49.1 - - -
TRA(Zhao et al. 2022) 737 726 700 643 574 462 31.1| 593
DML (Islam and Radke 2020) 623 - 468 - 296 - 97 -
A2CL-PT (Min and Corso 2020) 61.2 56.1 481 390 30.1 192 10.6 | 37.8
HAM-Net (Islam, Long, and Radke 2021) | 65.9 59.6 522 43.1 326 219 125 | 398
UM (Lee et al. 2021) 67.5 612 523 434 337 229 121 | 419
CoLA (Zhang et al. 2021) 66.2 595 515 419 322 220 13.1| 409
Weakly ASL (Ma et al. 2021) 670 - 518 - 311 - 114 .
CO,-Net (Hong et al. 2021) 70.1 63.6 545 457 383 264 134 | 446
DCC (Li et al. 2022) 69.0 638 559 459 357 243 137 | 440
ACGNet (Yang, Qin, and Huang 2022) | 68.1 62.6 53.1 44.6 347 226 120 | 425
FTCL(Gao, Chen, and Xu 2022) 69.6 634 552 452 356 237 122 | 436
RSKP (Huang, Wang, and Li 2022) 713 653 55.8 475 382 254 125 | 45.1
AICL(ours) 731 67.8 582 487 369 253 149 | 46.4
Table 1: Comparisons of AICL with other methods on the THUMOS 14 dataset.
mAP@IoU (%) mAP@IoU (%
Sup- Method 0.5 075 095 | AVG Sup- Method 05 075 095 \)AVG
Fully | SSN(Q017) | 413 270 6.1 | 266 Fully BSN(2018) 465 300 89 | 300
BaSNet (2020) | 38.5 242 56 | 243 GTAN (2019) | 526 341 89 | 343
DGAM (2020) | 41.0 235 53 | 244 TS-PCA (2021a) | 37.4 235 59 | 23.7
Gong (2020) | 40.0 250 4.6 | 24.6 UGCT (2021) | 39.1 224 5.8 | 2338
TSCN (2020) | 37.6 237 57 | 23.6 AUMN (2021) | 383 235 52 | 235
HAM-Net 2021) | 41.0 248 53 | 25.1 FAC-Net (2021) | 37.6 242 6.0 | 24.0
Weakly UM (2021) 412 256 6.0 | 259 DCC (2022) | 38.8 242 54 | 243
ACSNet (2021b) | 40.1 26.1 6.8 | 26.0 Weakl FTCL (2022) | 400 243 6.4 | 2438
CO,-Net (2021) | 433 263 52 | 264 Cakly | RSKP(2022) | 40.6 246 59 | 25.0
ACGNet (2022) | 41.8 260 59 | 26.1 AICL(ours) | 442 274 58 | 27.6
AICL(ours) | 49.6 29.1 59 | 29.9

Table 2: Comparison on the ActivityNetl.2. AVG means av-
erage mAP from IoU 0.5 to 0.95 with 0.05 increment.

2017). Following (Ma et al. 2021; Lee, Uh, and Byun
2020; Liu et al. 2021b), we use 200 validation videos to
train our framework and 213 test videos for testing. Ac-
tivityNet1.2(Caba Heilbron et al. 2015) is composed of
4,819 training videos, 2,383 validation videos, and 2,489 test
videos of 100 action classes. ActivityNet1.3(Caba Heilbron
et al. 2015) contains 10,024 training videos and 4,926 vali-
dation videos from 200 action categories. Following previ-
ous work (Gao, Chen, and Xu 2022; Li et al. 2022; Huang,
Wang, and Li 2022), we train on the training set and test on
the validation set.

Evaluation Metrics. We follow the standard evaluation
protocol by reporting mean Average Precision (mAP) values
under different intersections over union (IoU) thresholds.

Implementation Details. Following existing methods, we
use I3D (Carreira and Zisserman 2017) model pretrained on
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Table 3: Comparison on the ActivityNetl.3. AVG means av-
erage mAP from IoU 0.5 to 0.95 with 0.05 increment.

Kinetics (Carreira and Zisserman 2017) dataset as the RGB
and optical flow feature extractors. In the training and test-
ing stage, we randomly sample 750 snippets for the THU-
MOS 14 dataset. In the structure diagram of AICL, the f, fg,
and fF are constructed with convolution layer and RELU ac-
tivations. The output dimensions of the convolution layer are
512 for THUMOS14. The cls is constructed with a convo-
Iution layer whose output dimension is 20, while the kernel
size is 1. The clsk and clsp are constructed with a convolu-
tion layer whose output dimensions are 1, while the kernel
size is 1. We set noise tolerance g = 0.7 for both datasets, and
use instance selection parameters k = 7'/8 for THUMOS 14.
We set v to be 1/3 for the Ascore in THUMOS14. We set
K = T'/20 to choose the number of inconsistent action and
background segments. We set y; = 0.01 for THUMOS14.



Exp | Lo Lea Lo Lme Lac | AVG (%)
1| v 31.9
2 | v Y 432
3|l v vV 44.8
N v 44.6
s v v v v 46.0
6 | v v v v v | 464

Table 4: Ablation studies of our algorithm.

| Accuracy
Method ‘ Abin ‘ AZZ”
baseline(L, + L) | 37.3% | 65.7%
AICL 60.3% | 65.3%

Table 5: The accuracy of the action-background binary clas-
sification of A" and A%" on THUMOS 14.

Comparison with State-of-the-art Methods

We first compare ours with current state-of-the-art W-TAL
methods and several fully supervised methods. We report the
results in Table 1, Table 2 and Table 3.

Results on THUMOS14. Table 1 shows the performance
of different methods on THUMOS14. Our method outper-
forms all the methods in most IoU metrics. Especially in the
low IoU part, it is about 2% higher than other methods.

Results on ActivityNet1.2 & ActivityNet1.3. Table 2 and
Table 3 show the localization performance of different meth-
ods on ActivityNetl.2 and ActivityNetl.3. We can find that
our method significantly outperforms other methods on Ac-
tivityNet1.2 and ActivityNet1.3.

Ablation Study

The Effect of Each Object Functions. Each component
in the final objective Eq. 16 plays an important role in our
framework. To verify the effectiveness of each objective
function, we conduct related ablation studies and report re-
sults in Table 4. Note that, we set “Exp2” as our baseline that
uses multiple-instance learning action loss(L,) and class-
agnostic loss(L.,). From the results, we can see that all the
proposed loss terms are effective.

The Accuracy of A*" & A%". In order to further demon-
strate the effectiveness of our method, we compare both
A" and AY" on the baseline and AICL with ground-truth
frame-level labels. It can be clearly seen from Table 5 that
AICL leads to a significant improvement in the accuracy of
A¥" compared to the baseline.

The Effect of Fusion Method. Table 6 shows the action
localization performance of the two branches using different
fusion methods for RGB features and optical flow features
on the THUMOS14. We can observe that 1) the late fusion
is more suitable for the class-agnostic branch. 2) It is better
to use different fusion strategies for the different branches.
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Branch | Fusion method
class-aware | early | late | late | early
class-agnostic | early | early | late | late

AVG(%) | 40.7 | 41.6 | 45.7 | 46.4

Table 6: Comparing feature fusion methods for RGB and
optical flow with different branches.
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Figure 4: Qualitative results of two examples of “CliffDiv-
ing” and “TennisSwing” on THUMOS14. We set “Exp2” in
Table 4 as the baseline.

Visual Results

To better illustrate our method, Figure 4 visualizes some
qualitative results. We compare the class-aware and class-
agnostic branches with the baseline (i.e. “Exp2” in Ta-
ble 4) respectively. In the class-aware branch, our AICL
has a significant inhibitory effect on incorrect scene-
related action activation compared to the baseline. In the
class-agnostic branch, AICL effectively suppresses label-
category-independent action activation compared to base-
line. By showing the two branches separately, it is obvious
that scene-related errors and action-related errors are effec-
tively mitigated by AICL.

Conclusion

In this work, we propose a novel WTAL approach named
AICL. We first define consistent/inconsistent action/back-
ground segments based on the comparison between the
class-aware branch and the class-agnostic branch. Then we
leverage the consistent segments to boost the representa-
tions of the inconsistent segments with the aid of contrastive
learning. In addition, we also design action consistency con-
straints and multimodal consistency constraints to facilitate
mutual learning of different branches. Finally, we conduct
extensive experiments on three challenging benchmarks to
verify the effectiveness of our proposed AICL.
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