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Abstract

The limited number of actors and actions in existing datasets
make 3D pose estimators tend to overfit, which can be seen
from the performance degradation of the algorithm on cross-
datasets, especially for rare and complex poses. Although
previous data augmentation works have increased the diver-
sity of the training set, the changes in camera viewpoint and
position play a dominant role in improving the accuracy of the
estimator, while the generated 3D poses are limited and still
heavily rely on the source dataset. In addition, these works
do not consider the adaptability of the pose estimator to gen-
erated data, and complex poses will cause training collapse.
In this paper, we propose the CEE-Net, a Complementary
End-to-End Network for 3D human pose generation and es-
timation. The generator extremely expands the distribution
of each joint-angle in the existing dataset and limits them
to a reasonable range. By learning the correlations within
and between the torso and limbs, the estimator can combine
different body-parts more effectively and weaken the influ-
ence of specific joint-angle changes on the global pose, im-
proving the generalization ability. Extensive ablation studies
show that our pose generator greatly strengthens the joint-
angle distribution, and our pose estimator can utilize these
poses positively. Compared with the state-of-the-art methods,
our method can achieve much better performance on various
cross-datasets, rare and complex poses.

Introduction
3D Human Pose Estimation (HPE) is the foundation of many
research fields such as action understanding (Yan, Xiong,
and Lin 2018; Duan et al. 2022), virtual humans (Guzov
et al. 2021), and self-driving (Xu et al. 2021; Bouazizi et al.
2022). Although some latest algorithms (Zeng et al. 2021;
Zheng et al. 2021; Li et al. 2022b) have achieved high
accuracy on public datasets, their performance on cross-
datasets has dropped significantly. In order to maintain sta-
bility in reliability-critical applications, some works (Chen
et al. 2020; Zeng et al. 2020; Gong et al. 2022; Zhang, Nie,
and Feng 2020) improve robustness by analyzing the pose
estimator individually. In addition, the insufficient training
set is also the main reason for poor generalization ability:
(1) limited actions restrict the diversity of relative 3D human
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Figure 1: Comparison of the performance on cross-datasets
3DHP and 3DPW between the CEE-Net and state-of-the-art
generalization frameworks for 3D human pose estimation. A
lower MPJPE and PA-MPJPE indicate better performance.

poses, (2) limited actors restrict the range of bone lengths,
(3) limited cameras restrict the diversity of viewpoints, and
(4) uneven data distribution makes the network easier to
learn common poses while ignoring the rare poses.

Large-scale training with sufficient data is the most sta-
ble way to improve the generalization of algorithms, but
it is limited by collection costs. Fortunately, data genera-
tion can be an excellent substitute. When expanding hu-
man 3D pose datasets, some papers recombine the joints
of different poses in the existing datasets or pre-define a
skeleton and rotate joint-angles to generate a large amount
of new data (Li et al. 2020; Guan et al. 2022). However,
these methods of randomly generating data are easy to gen-
erate invalid poses that duplicate the original dataset. In con-
trast, (Gong, Zhang, and Feng 2021) proposes using Gener-
ative Adversarial Networks (GAN) to achieve data augmen-
tation for the first time, which can make the pose generator
and the estimator train together. Based on PoseAug (Gong,
Zhang, and Feng 2021), (Gholami et al. 2022; Lin, Liang,
and Deng 2022) propose various continuous pose genera-
tion algorithms, which can be used to train video-based 3D
pose estimators. However, through ablation experiments, it
is found that the generalization ability of the improved al-
gorithms is almost derived from the new camera viewpoint
through Rigid Transformation (RT) and human Bone Length
(BL), while the change of Bone Angle (BA) hardly improves
the performance. Take PoseAug as an example, and the re-
sults are shown in Figure 2. There are three main reasons for
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Figure 2: The ablation analysis of four estimators (Cai et al.
2019; Martinez et al. 2017; Pavllo et al. 2019; Zhao et al.
2019) on the 3DHP dataset after BA, BL, and RT are sepa-
rately removed from the complete PoseAug generator.

this phenomenon: (1) In the pose generation part, the diver-
sity of positive samples given to the discriminator is limited,
resulting in generated poses being similar to the original. (2)
Although the Feedback loss (Gong, Zhang, and Feng 2021)
seems very reasonable, the existing estimators will lead to
it reducing the complexity of generating poses. (3) Previous
methods do not consider the adaptability of the pose estima-
tor to generated data, and complex poses will cause training
collapse.

Based on the above observations, this paper focuses on
generating more diverse 3D relative poses and making the
pose estimator effectively train the new poses. Then, a novel
complementary end-to-end 3D human pose generation and
estimation network, named CEE-Net, is proposed. In the
pose generation part, we propose an adaptive interpolation
sub-net, which increases the diversity of positive samples in
the discriminator by using learnable skeleton interpolation
between different action poses, and extremely expands the
distribution range of each joint-angle of the generated poses.
At the same time, to prevent generating unreasonable poses,
we design a joint-angle loss, which can control the new
joint-angle within the limited range without post-processing
selection. In the pose estimation part, we propose a new
MLP-based body-parts grouping strategy, which weakens
the influence of specific joint-angle changes on global pose
estimation. It has strong robustness to complex poses com-
posed of different body-parts and is beneficial to generators.
Experiments reflect that our end-to-end pose generator and
estimator are mutually promoting. As shown in Figure 1,
the enhanced pose estimator performs best in various cross-
domain test sets.

In summary, the main contributions of this paper are as
follows:

• To the best of our knowledge, we are the first to propose a
novel Complementary End-to-End Network (CEE-Net),
which efficiently integrates the pose generator and esti-
mator in a co-training framework.

• The adaptive interpolation discriminator in our genera-
tor can extremely improve the distribution of each joint-

angle, providing the estimator with diverse training data.
• The body-parts grouping strategy in our estimator can ef-

fectively utilize these new poses, promoting the generator
to output more rare poses.

• Experiments show that our CEE-Net outperforms other
state-of-the-art methods in both cross-domain quantita-
tive tests and complex pose qualitative tests.

Related Work
2D-to-3D Pose Estimation
Recovering the 3D human pose can be divided into end-to-
end and multi-stage two mainstream frameworks. The end-
to-end methods are devoted to estimating the 3D pose from
the image directly, but it requires learning overly complex
features. The multi-stage-based methods reduce the diffi-
culty by decoupling, which estimate each 2D joint coordi-
nates first and then regress them to the 3D pose. Since the
2D pose estimation is relatively mature, most recent studies
focus on improving 2D-to-3D pose estimation. As a sim-
ple and effective network structure, the Multi-Layer Per-
ceptron (MLP) has been proven suitable for dealing with
low-dimensional tasks in many MLP-based pose estima-
tion algorithms (Martinez et al. 2017; Pavllo et al. 2019;
Zeng et al. 2020; Chen et al. 2021; Shan et al. 2021;
Wehrbein et al. 2021; Li et al. 2022a). The Graph Convo-
lutional Network (GCN) is composed of nodes and edges,
which can correspond to human joints and skeletons, so the
GCN-based methods (Zhao et al. 2019; Liu et al. 2020; Xu
and Takano 2021; Zou and Tang 2021; Zeng et al. 2021)
have skeleton prior information. In addition, since Trans-
former (Vaswani et al. 2017) is developing rapidly in com-
puter vision, Transformer-based 3D pose estimators also
demonstrate strong performance (Zheng et al. 2021; Li et al.
2022b; Chen et al. 2022). Although the accuracy of these
SOTA models on many public datasets is getting closer to
the theoretical optimum, the accuracy often significantly de-
creases when deployed into new environments where actors,
camera viewpoints, and human actions differ from the train-
ing set.

Generalization in 3D Pose Estimator
Similar to the long-tail distribution problem in visual recog-
nition, it is a challenge for the 3D pose estimator when
human poses are rare or unseen in the training set. There-
fore, some algorithms improve the generalization ability by
changing the training strategy. For example, (Chen et al.
2020) enable the network to automatically select the appro-
priate architecture to estimate heterogeneous human body-
parts. (Zeng et al. 2020) split the 2D human pose into lo-
cal areas and processes them in a separate network branch,
weakening the connections between joints. (Zhang, Nie, and
Feng 2020) propose the inference stage optimization to mine
distributional knowledge about the target scenario. (Guan
et al. 2022) propose an unbiased learning method to uni-
formly learn poses of different actions in a dataset. (Gong
et al. 2022) can rely on no dataset through self-supervised
learning. Although these methods can improve robustness, it
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is difficult to compensate for the shortcomings of the train-
ing set, and self-supervised training can not show competi-
tive performance on individual datasets.

Pose Augmentation
The generalization ability of 2D-to-3D pose estimation has
been a hot topic in recent years. Due to the limitations of
poses in existing datasets and the difficulty of 3D pose col-
lection, using generators to get more 2D-3D pose pairs is
a good data augmentation method. (Li et al. 2020) propose
using body-parts crossover and mutation operations to gen-
erate new 3D poses, but the crossover only between the
source dataset, and the fixed range in the mutation is not
sufficient. (Gong et al. 2022) use reinforcement learning to
control joint-angle rotation without any original dataset, but
the performance of self-supervised is limited. (Lin, Liang,
and Deng 2022) and (Gong, Zhang, and Feng 2021) investi-
gate the Generative Adversarial Network (GAN) to achieve
pose augmentation. Although the performance on the cross-
datasets is well improved, their ablation experiments show
that the improvement is almost due to the generated cam-
era viewpoints and human positions. (Gholami et al. 2022)
uses 2D pose labels of the target domain to generate 2D-
3D pose pairs close to their distribution, but the generated
dataset is too specialized and requires high quality of the
target domain dataset. In general, the 3D poses generated
by these works have limited diversity, still heavy reliance
on the source dataset, and do not consider the adaptability
of the pose estimator to generated data, and complex poses
will cause training collapse.

Method
Overview
To address the issue of cross-datasets and rare poses, we pro-
pose a Complementary End-to-End 3D human pose genera-
tion and estimation Network (CEE-Net) from the aspects of
improving the quality of training data and the generalization
ability of the pose estimator. More specifically, given a 3D
pose P3d ∈ RJ×3, with J joints, the generator G outputs
a new 2D-3D pose pairs {PG

2d ∈ RJ×2, PG
3d ∈ RJ×3} and

feeds them into the estimator E for training. In order to en-
able the generator to output more diverse relative 3D pose,
we propose the adaptive interpolation sub-network, which
can enhance the distribution of positive samples in the dis-
criminator. In addition, our MLP-based body-parts grouping
estimator can effectively utilize these new poses, promoting
the generator to output more rare poses. The framework is
shown in Figure 3.

CEE-Generator
Preliminary In our generator, we use the same Backbone
as (Gong, Zhang, and Feng 2021) including several linear
layers. When a 3D pose P3d ∈ RJ×3 is input into the net-
work, it is transformed into bone vectors B ∈ R(J−1)×3

via a hierarchical transformation B = H(X) (Wandt
and Rosenhahn 2019; Wandt, Ackermann, and Rosenhahn
2018), which can be further decomposed into a bone direc-
tion vector B̂ and a bone length vector ∥B∥. Then, the back-

bone will output a series of coefficients to change the Bone
Angle (BA) and Bone Length (BL) of the original pose, and
adjust the camera viewpoint through Rigid Transformations
(RT) such as rotation and translation to generate new 3D
pose PG

3d. Then, the 3D pose can be projected to obtain the
corresponding 2D pose PG

2d via the camera parameters.

Joint-Angle limit In (Gong, Zhang, and Feng 2021),
the network only uses discriminators to judge the ratio-
nality of generated poses, which is unavoidable to out-
put some poses that do not conform to the human body’s
structural constraints. Therefore, we design the joint-angle
loss to make the generated pose within a reasonable
range. We denote the joint-angles of the generated pose as
PG
3d(θ1, ϕ1, ..., θK , ϕK), and θk, ϕk represents the kth joint-

angle of the pose. Here, we utilize the joint-limit ranges
to evaluate the reliability of the generated poses, which
are recorded by professional gymnasts wearing sensor de-
vices (Akhter and Black 2015). Then we use joint-limit
ranges to detect the reasonable situation of the pose joint
angle in PG

3d and use it as supervision.
The local coordinates of these joint-angles can be con-

verted into a spherical coordinate, and the degree of each
joint-angle can be mapped on the surface of the sphere.
When a joint-angle is outside a reasonable range, the joint-
angle loss LJ is the shortest distance from the point to the
reasonable range on the surface. Otherwise, the loss is 0.

Generation Loss The loss function of our generator is the
sum of feedback loss LF (Gong, Zhang, and Feng 2021) and
the joint-angle loss:

LG = LF + LJ , (1)

The feedback loss LF can control the complexity of the
generated pose according to the error of the estimator.

CEE-Discriminator
Pose augmentation methods usually generate more poses
based on the Human3.6M (Ionescu et al. 2013), which is
the largest 3D human pose dataset. However, the distribu-
tion of poses contained in the dataset is still limited. When it
is used as the positive sample in the discriminator, the gener-
ator cannot output some reasonable poses that are common
but not close to the Human3.6M dataset. Therefore, we aim
to increase each joint-angle’s distribution range in positive
samples of the discriminator.

The simple idea is to take two poses from different ac-
tions as the initial and final pose in the source dataset, re-
spectively. Then, each joint-angle is randomly interpolated
between the initial pose and the final pose. The pose distri-
bution in the Human3.6M dataset can be expanded through
this operation of interpolating bones for different actions.
For example, when interpolating between a pose in a stand-
ing dataset and a pose in a sitting dataset, a squat pose, which
is different from the two actions, will be generated. How-
ever, this random approach has no directionality. Therefore,
we further propose an adaptive interpolation sub-net to gen-
erate a larger distribution of each joint-angle.
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Figure 3: Our end-to-end CEE-Net consists of the generator, discriminator, and estimator in three parts. The generator outputs
the new 2D-3D pose pairs by changing the BA, BL, and RT coefficients. At the same time, we add a joint-angle loss to
constrain the pose rationality. To generate more diverse poses, we design a adaptive interpolation sub-net to generate additional
positive samples for the discriminator. Finally, we propose a new MLP-based body-parts grouping estimator, which has strong
robustness to complex poses composed of different body-parts. The generated 2D poses are fed into the estimator, and the
output feedback loss can also be used to guide the generator.

The sub-network consists of multiple fully connected lay-
ers and residual structures as shown in Figure 3. The input
is two-parent skeletons, and the output is the rotation vector
of each joint-angle ∆θk and ∆ϕk. We use the distribution
of the output bone vector for each joint-angle as the super-
vision, and the loss is inversely proportional to the diversity
of the distribution so that the new joint-angles output by the
sub-network can contain a larger distribution range and pro-
vide more selections for the generator. The visualization of
generated positive samples are shown in Figure 5.

Discrimination Loss. For the discrimination loss LD, We
divide the human pose into five body-parts of torso and
limbs, and adopt the LS-GAN loss (Mao et al. 2017) for
both 3D and 2D spaces:

LD =
∑

{E
[
(D3d(B

I
3d)− 1)2

]
+ E

[
(D3d(B

G
3d))

2
]

+E
[
(D2d(B

I
2d)− 1)2

]
+ E

[
(D2d(B

G
2d))

2
]
},

(2)

where {BI
2d, B

I
3d} denotes the interpolation body-parts

pairs (positive smaples), and {BG
2d, B

G
3d} denote the aug-

mented body-parts pairs (negative smaples), respectively.

CEE-Estimator
In the end-to-end training, when the pose estimation loss is
large, a feedback signal will be formed to the generator to
attenuate the variation of each joint-angle, which conflicts
with improving the diversity of the training set. To solve
this problem, we first group joints into different body-parts.
As described in SRNet (Zeng et al. 2020), an unseen pose
may be composed of several existing poses. This group-
ing strategy is beneficial to weaken the influence of spe-
cific joint-angle changes on the global pose estimation and
has strong robustness to complex poses composed of dif-
ferent body-parts. However, the SRNet severely compresses
the out-of-group features, easily overfitting the local pose.

Recently, (Tolstikhin et al. 2021) propose an all-MLP mixer
architecture for visual tasks, which can efficiently combine
features within and between different image regions. In-
spired by this, we propose a new MLP-based body-parts
grouping algorithm with mainly three modules: body-parts
embedding, body-parts mixing, and pose estimation. The al-
gorithm focuses on extracting within-group features and ef-
fectively combines features of other body-parts outside the
group.

Body-Parts Embedding The 2D pose PG
2d ∈ RJ×2 out-

put by the generator is used as input to train the estima-
tor. We divide the joints of the 2D pose into five body-parts
B2d ∈ R5×8 according to the limbs and torso. Each body-
part contains four joints and two joint-angles. Then, each
body-part is processed by a learnable embedding, which
linearly projects each body-part through a single fully-
connected layer to the hidden dimension C. The hidden fea-
tures can be represented as H ∈ R5×C .

Body-parts Mixer The Body-Parts Mixer (BPMixer) is
the core part of our estimator, which is used to extract
within-group and between-group features of different body
parts. The estimator mixing stacks N BPMixer blocks, each
consisting of the internal-mix MLP and external-mix MLP
two types of MLP layers. The internal-mixing aims to learn
spatial dependencies between the joints within the limbs
or torso by acting on the rows of the pose embedding H .
Each row encodes the spatial features of the same body-
part through the layer normalization (Ba, Kiros, and Hinton
2016) and internal-mixing operation, which can be repre-
sented as follows:

Ĥ = H +W2(GeLU(W1LayerNorm(H))), (3)
where W2 ∈ RDI×C , W1 ∈ RC×DI , DI represents the

dimension of internal-mix MLP, Ĥ represents the internal-
mixed features, GeLU represents the Gaussian error linear
units activation fuction (Hendrycks and Gimpel 2016).
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Since all human limbs can move individually, the internal-
mixer MLP makes the estimator robust to complex poses
composed of different body parts through grouping train-
ing. However, there is an inherently ill-posed problem in
the pose transition from 2D to 3D space, which is more ob-
vious when fewer joints are used. Therefore, we propose
an external-mixer MLP to alleviate this problem. In order
to exchange information between different body-parts, the
internal-mixed features Ĥ are transposed and fed to the
external-mixer MLP, and output the external-mixed features
H̃:

H̃ = Ĥ + (W4(GeLU(W3LayerNorm(Ĥ⊤))))⊤, (4)

where W4 ∈ RDE×5, W3 ∈ R5×DE , DE represents
the dimension of external-mix MLP. By combining the two
MLPs, the estimator can balance the features of the body-
parts pose and the global human pose.

3D Pose Estimation In the final prediction stage, the hid-
den features of all body-parts H̃ ∈ R5×C are mapped into a
vector of length C through global average pooling. Then, a
linear layer is used to regress the length to 64, correspond-
ing to the 3D coordinates of 16 joints in the predicted human
pose P̃G

3d ∈ RJ×3.

Pose estimation loss. The loss function of the pose gener-
ator is as follows:

LP =
∥∥∥PG

3d − P̃G
3d

∥∥∥
2
, (5)

where P̃G
3d and PG

3d denote the predicted pose and the
ground truth, respectively.

Experiments
Datasets

Human3.6M (Ionescu et al. 2013) contains 3.6 million
single-person images and corresponding 3D pose labels.
There are 11 actors, including 6 men and 5 women, and a to-
tal of 17 action scenes, such as discussion, eating, and greet-
ings. MPI-INF-3DHP (3DHP) (Mehta et al. 2017) is a large
3D pose dataset, which covers more diverse human motions
than Human3.6M. We use it to evaluate the model’s gener-
alization performance. 3DPW (von Marcard et al. 2018) is a
more challenging in-the-wild dataset. It contains more com-
plicated activities and scenarios. Same as 3DHP, we also use
it to verify the generalization ability of the proposed meth-
ods. U3DPW (Li et al. 2020) consists of 300 in-the-wild
images with complex human poses, including a variety of
extreme sports and unusual actions, and we use it for quali-
tative analysis.

Implementation Details
The backbone network of the discriminator and generator
is consistent with (Gong, Zhang, and Feng 2021). In the
adaptive interpolation sub-net, the dimension of FC layers
is 1024. In our estimator, hidden dimension C=512, the
internal-mix MLP dimension DI=1024, the external-mix

Method MPJPE PA-MPJPE
Wang et al. (ECCV’2020) († ) 44.5 34.5
Zeng et al. (ICCV’2021) († ) 45.7 -

PoseFormer (ICCV’2021) († ) 44.3 -
MHFormer (CVPR’2022) († ) 43.0 -
Martinez et al. (ICCV’2017) 62.9 47.7

SemGCN (CVPR’2019) 57.6 -
LCN (ICCV’2019) 50.0 40.2

VPose (CVPR’2019) 52.7 40.9
SRNet (ECCV’2020) 49.9 39.4

Zou et al. (ICCV’2021) 49.4 39.1
CEE-estimator 48.9 38.6

Li et al. (CVPR’2020) (‡ ) 50.9 38.0
PoseAug (CVPR’2021) (‡ ) 50.2 39.1
DH-AUG (ECCV’2022) (‡ ) 49.8 -

CEE-Net (‡ ) 47.3 36.8

Table 1: Results on Human3.6M under Protocol #1 and Pro-
tocol #2. (†): uses temporal information. (‡): uses pose aug-
mentation.

Method S1 S1+S5
VPose (CVPR’2019) 65.2 57.9

Li et al. (CVPR’2020) (‡ ) 61.5 54.6
PoseAug (CVPR’2021) (‡ ) 56.7 51.3
DH-AUG (ECCV’2022) (‡ ) 52.2 47.0

CEE-Net (‡ ) 51.9 46.7

Table 2: Results on Human3.6M by using varying amounts
of training data (S1/S1+S5). We report MPJPE for evalua-
tion.

MLP dimension DE=256. The model first trains the adap-
tive interpolation sub-net for 20 epochs. Then use new pos-
itive samples and train the full network for 50 epochs. The
batch size is 1024.

Comparison with State-of-the-art Methods
Human3.6M We compare the CEE-Net with some state-
of-the-art algorithms on the Human3.6M dataset under both
Protocol #1 and Protocol #2 (Kanazawa et al. 2018). Fol-
lowing (Gong, Zhang, and Feng 2021), we use the same
pose setting (16 joints) and use 2D poses from HR-Net (Sun
et al. 2019) as input. The evaluation metrics include MPJPE
(Mean Joint Error) and PA-MPJPE (MPJPE after Procrustes
alignment). The results are reported in Table 1, which shows
that the algorithm using pose augmentation is significantly
better than the single pose estimator methods, and our CEE-
estimator outperforms other latest pose augmentation meth-
ods on two Protocols. Simultaneously, one of the signifi-
cances of the pose generator is that it can make the pose
estimation algorithm obtain high accuracy with less training
data. Therefore, we only use S1 and S1+S5 in Human3.6M
as training sets to test the effects of different pose genera-
tors. Similar to (Lin, Liang, and Deng 2022), we use ground
truth as input, and the results are shown in Table 2. The CEE-
net shows superior performance over all the other methods,
which reflects that our method can obtain competitive results
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Method PCK ↑ AUC ↑ MPJPE ↓
LCN (ICCV’2019) 74.0 36.7 -

HMR (CVPR’2018) 77.1 40.7 113.2
PoseNet 3D (3DV’2020) 81.9 43.2 102.4

Li et al. (CVPR’2020) 81.2 46.1 99.7
RepNet (CVPR’2019) 81.8 54.8 92.5

Wang et al. (ECCV’2020) 84.3 - 90.3
PoseAug (CVPR’2021) (‡ ) 88.6 57.3 73.0
PoseGU (arXiv’2022) (‡ ) 86.3 57.2 75.0

DH-AUG (ECCV’2022) (‡ ) 89.5 57.9 71.2

CEE-Net (‡ ) 89.9 58.2 69.7

Table 3: Cross-dataset evaluation on 3DHP dataset. PCK
(percentage of correct keypoint), AUC (area under the
curve) and MPJPE are used for evaluation.

Method PA-MPJPE
SPIN (ICCV’2019) 96.9

Vpose (CVPR’2019) 94.6
PYMAF (ICCV’2021) 92.8

I2L-MeshNet (ECCV’2020) 93.2
VIBE (CVPR’2020) 93.5

PoseAug (CVPR’2021) (‡ ) 81.6
PoseGU (arXiv’2022) (‡ ) 92.3

DH-AUG (ECCV’2022) (‡ ) 79.3

CEE-Net (‡ ) 76.8

Table 4: Cross-dataset evaluation on 3DPW dataset. PA-
MPJPE is used for evaluation.

even using a small amount of training set.

Cross-datasets We use the model trained on the Hu-
man3.6M dataset to test the cross-datasets 3DHP and 3DPW
to analyze the generalization ability of our end-to-end CEE
algorithm. It can be seen from Tables 3 and 4 that all met-
rics of CEE-Net on the two cross-datasets outperform the
previous methods, which indicates that our framework has
the best generalization ability. Specifically, our CEE-Net
improves MPJPE by 20.6mm on 3DHP and 16.7mm P-
MPJPE on 3DPW than the best cross-data pose estimation
algorithm without data augmentation, which is a huge im-
provement. In addition, our complementary end-to-end net-
work improves the augmentation-based state-of-the-art (Lin,
Liang, and Deng 2022) from 71.2mm to 69.7mm on the
3DHP dataset and from 79.3mm to 76.8mm on the 3DPW
dataset.

Qualitative Results
The end-to-end combination can make the trained estimator
suitable for a variety of challenging poses. In order to verify
the generalization ability of the CEE-Net on complex poses,
we select the extreme pose dataset U3DPW to conduct qual-
itative analysis with the SOTA pose augmentation method
(PoseAug (Gong, Zhang, and Feng 2021)). The experiment
results are shown in Figure 4. It can be seen that our network
is more effective in dealing with extreme poses.

Figure 4: Qualitative comparison results on the complex
pose dataset U3DPW with the SOTA pose augmentation
method (Gong, Zhang, and Feng 2021).

Ablation Analysis
CEE-Generator in Different Pose Estimator In order

to illustrate that CEE-generator can be effectively com-
bined with different 2D pose estimators DET (Girshick et al.
2018), CPN (Chen et al. 2018), HR (Sun et al. 2019) and
various 2D-3D regression algorithms SemGCN (Zhao et al.
2019), MLP (Martinez et al. 2017), ST-GCN (Cai et al.
2019), VPose (Pavllo et al. 2019), we conduct comparison
experiments on 3DHP, and the detailed results are listed in
Table 5. It can be seen that the error is reduced after CEE-
generator is combined with any pose estimator than before.

Ablation on BA, BL, and RT As mentioned in the pre-
vious sections, although previous data augmentation works
have increased the diversity of the training set, the changes
in camera viewpoint and position play a dominant role in
improving the accuracy of the estimator, while the generated
3D poses are limited. On the contrary, our CEE framework
can improve the lack of diversity of 3D pose joint-angles.
For effective comparison, we apply our adaptive interpola-
tion sub-net to the original PoseAug and compare the ef-
fects of BA, BL, and RT transformations in the two cases.
It can be seen from Table 6 that when only BA transforma-
tion is included in the pose augmentation, the PoseAug has
little performance improvement on the cross-dataset 3DHP,
while our performance can significantly improve when only
BA changes (5.1mm increase than baseline and 2.9mm than
PoseAug). When the three variations of BA, BL, and RT are
used in combination, the error of the CEE reaches a 15.2mm
decrease from baseline and a 1.6mm from the PoseAug.

Analysis on Complementary In this section, we sep-
arately test the effect of the CEE-estimator and CEE-
generator in our end-to-end network. Experiments include
testing the CEE-estimator alone, using CEE-estimator in
combination with other generators, using CEE-generator in
combination with other estimators, and our completed CEE-
Net. Table 7 summarizes its results on the cross-datasets
3DHP and 3DPW. It is observed that the best performance
can be achieved only when our estimator and generator are
combined.

Analysis on Joint-Angle Limit As can be seen in Ta-
ble 7, when the joint-angle limit loss in the generator is
removed, the pose estimation error can be decreased from
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Method DET CPN HR GT
SemGCN (CVPR’2019) 101.9 98.7 95.6 97.4

SemGCN + PoseAug 89.9 89.3 89.1 86.1
SemGCN + CEE-generator 83.6 82.8 82.4 81.3

MLP (ICCV’2017) 91.1 88.8 86.4 85.3
MLP + PoseAug 78.7 78.7 76.4 76.2

MLP + CEE-generator 77.6 74.9 72.7 71.8
ST-GCN (ICCV’2019) 95.5 91.3 87.9 87.8
ST-GCN + PoseAug 83.5 77.7 76.6 74.9

ST-GCN + CEE-generator 79.5 74.8 74.6 73.4
VPose (CVPR’2019) 92.6 89.8 85.6 86.6

VPose + PoseAug 78.3 78.4 73.2 73.0
VPose + CEE-generator 75.6 75.2 71.2 71.4

Table 5: Performance comparison in MPJPE for various
pose estimators trained w/o and with pose generators on
3DHP dataset.

Method BA RT BL PoseAug CEE-generator
Baseline 86.6 86.6
Variant A ✓ 84.4 (-2.2) 81.5 (-5.1)
Variant B ✓ ✓ 74.9 (-11.7) 72.2 (-14.4)
Variant C ✓ ✓ ✓ 73.0 (-13.6) 71.4 (-15.2)

Table 6: Ablation study on components of the augmentor for
the different discriminator. We report MPJPE for evaluation.

Method 3DHP 3DPW
CEE-Estimator 83.7 91.9

CEE-Generator+Vpose 71.4 78.6
CEE-Estimator+PoseAug 71.8 79.2

Full CEE-Net 69.7 76.8
w/o joint-angle limit loss 70.4 78.1

Table 7: Ablation study on components of the CEE-Net. PA-
MPJPE is used for 3DHP evaluation, and PA-MPJPE is used
for 3DPW evaluation.

Figure 5: Comparison of each joint-angle’s distribution after
and before our adaptive interpolation sub-net.

Method 3DHP 3DPW
Random rotation 70.5 77.3

30% rotation 71.6 78.7
50% rotation 71.3 78.2
80% rotation 71.4 78.8

Adaptive Interpolation 69.7 76.8

Table 8: Ablation study on more interpolation setting in dis-
criminator. PA-MPJPE is used for 3DHP evaluation, and PA-
MPJPE is used for 3DPW evaluation.

69.7/76.8mm to 70.4/78.1mm (on 3DHP and 3DPW).

Distribution Visualization In order to more intuitively il-
lustrate the effect of our adaptive interpolation sub-network,
we visually compare the distribution of each joint-angle be-
tween the original dataset and the generated dataset. As can
be seen in Figure 5, we have greatly expanded the distri-
bution range of each joint-angle, which can provide more
positive samples for the discriminator and is beneficial for
the generator to output more diverse poses.

More Interpolation Settings In the adaptive interpolation
sub-net, we try to compare different interpolation methods,
including selecting 30%, midpoint, 80%, and a random an-
gle as the transfer joint-angles from the beginning point to
the endpoint. The influence of different discriminators on
CEE is shown in Table 8. The training-based method has
the best effect, while other transfer methods also improve
the accuracy to a certain extent, which further illustrates the
importance of the positive sample distribution range of the
discriminator for the network.

Limitations
By observing all experiment results, it can be found that our
CEE-Net has excellent generalization ability in 2D-to-3D
pose estimation tasks. However, the 2D pose needs to be ex-
tracted from the image in practical applications first. The ex-
isting 2D pose estimation algorithms have large errors when
dealing with severe occlusions and distorted frames, which
will further affect the 3D pose regression.

Conclusion
The paper proposes a novel complementary 3D human pose
generation and estimation network to overcome rare and
complex pose regression. The complementarity is reflected
in that the adaptive interpolation discriminator in our gener-
ator can greatly improve the distribution of each joint-angle,
providing the estimator with diverse training data, and the
body-parts grouping strategy in our estimator can effectively
utilize these new poses, promoting the generator to output
more rare poses. Compared with other single strong gen-
eralization estimators or pose augmentation methods, our
architecture can achieve much better performance in mul-
tiple cross-datasets and remains stable in the complex pose
datasets.
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