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Abstract

This paper targets unsupervised skeleton-based action repre-
sentation learning and proposes a new Hierarchical Contrast
(HiCo) framework. Different from the existing contrastive-
based solutions that typically represent an input skeleton
sequence into instance-level features and perform contrast
holistically, our proposed HiCo represents the input into
multiple-level features and performs contrast in a hierarchical
manner. Specifically, given a human skeleton sequence, we
represent it into multiple feature vectors of different granu-
larities from both temporal and spatial domains via sequence-
to-sequence (S2S) encoders and unified downsampling mod-
ules. Besides, the hierarchical contrast is conducted in terms
of four levels: instance level, domain level, clip level, and
part level. Moreover, HiCo is orthogonal to the S2S encoder,
which allows us to flexibly embrace state-of-the-art S2S en-
coders. Extensive experiments on four datasets, i.e., NTU-
60, NTU-120, PKU-I and PKU-II, show that HiCo achieves
a new state-of-the-art for unsupervised skeleton-based ac-
tion representation learning in two downstream tasks includ-
ing action recognition and retrieval, and its learned action
representation is of good transferability. Besides, we also
show that our framework is effective for semi-supervised
skeleton-based action recognition. Our code is available at
https://github.com/HuiGuanLab/HiCo.

1 Introduction
Human action recognition has a broad application in fields of
human-computer interaction, intelligent surveillance, video
content analysis, game control, etc (Gao, Zhang, and Xu
2019; Li et al. 2019; Dong et al. 2022; Zheng et al. 2023). In
recent years, 3D skeleton-based action recognition has made
remarkable progress with deep learning networks (Zhang
2012; Liu et al. 2019; Wang, Ni, and Yang 2020). However,
how to learn a more discriminative representation of skele-
tons is still an open question for skeleton-based action recog-
nition. To conquer this question, the majority of early works
(Ni, Wang, and Moulin 2011; Wang et al. 2012; Vemula-
palli and Chellapa 2016; Zhang et al. 2017; Liu et al. 2019;
Cheng et al. 2020) trained a network in a fully-supervised
manner, which required massive annotated 3D skeleton data
and hence is expensive and time-consuming. Recently, we
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Figure 1: Frameworks for unsupervised SARL. (a) A typi-
cal contrastive learning framework that represents skeleton
instances at instance-level features, and performs contrast
holistically. (b) Our proposed HiCo represents them at multi-
level features, and performs contrast hierarchically. DA in-
dicates data augmentation.

observe a new trend of proposing unsupervised Skeleton-
based Action Representation Learning (SARL) method to
liberate the workload of annotation (Zheng et al. 2018; Su,
Liu, and Shlizerman 2020; Lin et al. 2020). In this paper, we
also focus on unsupervised SARL.

Existing efforts on unsupervised SARL can be roughly
categorized into three groups: encoder-decoder meth-
ods (Zheng et al. 2018; Nie, Liu, and Liu 2020), contrastive-
learning methods (Rao et al. 2021; Thoker, Doughty, and
Snoek 2021; Guo et al. 2022), and hybrid methods (Su, Lin,
and Wu 2021; Chen et al. 2022). The encoder-decoder meth-
ods first encode the input skeleton sequence into latent fea-
tures, then decode the latent features under the guidance
of various hand-crafted pretext tasks, such as skeleton re-
construction (Zheng et al. 2018), skeleton colorization pre-
diction (Yang et al. 2021), and skeleton displacement pre-
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diction (Kim et al. 2022). The contrastive-learning meth-
ods usually augment an input skeleton sequence into two
augmented instances, and train an encoder to make the in-
stances of the same skeleton have more similar representa-
tions than that of different skeletons. The hybrid methods
integrate the ideas of both encoder-decoder and contrastive-
learning. Among them, the contrastive-learning methods are
dominated in recent years due to their simple mechanism
and superior performance (Li et al. 2021; Guo et al. 2022).

The first contrastive-learning method for unsupervised
SARL was proposed by (Rao et al. 2021), which adapted
MoCo (He et al. 2020) that was originally designed for un-
supervised image representation learning to unsupervised
skeleton representation learning. After that, a number of im-
proved contrastive-learning works were proposed by mod-
eling the uncertainty of skeletons (Su et al. 2021), explor-
ing more positive pairs (Li et al. 2021), and utilizing supe-
rior skeleton-specific augmentations (Thoker, Doughty, and
Snoek 2021). As illustrated in Figure 1(a), these contrastive-
learning methods usually first represent skeleton sequences
into instance-level features, and then perform instance-
level contrast holistically. Although the contrastive-learning
methods have shown much better performance, such holis-
tic instance-level contrast may be suboptimal considering
human skeletons naturally have hierarchical structures. A
skeleton sequence can be commonly regarded as a list of
whole skeletons (frames) temporally, or a list of skeleton
joints spatially. Moreover, either frames or joints are the fun-
damental elements in the temporal or spatial domain, which
can be built as larger-granularity elements such as frame
clips or body parts.

Inspired by the hierarchical nature of human skele-
tons, we propose a new framework Hierarchical Contrast
(HiCo) for unsupervised SARL. HiCo has a hierarchical en-
coder network to encode skeletons into part-level, clip-level,
domain-level, and instance-level representations, and per-
form multiple-level contrast hierarchically, as shown in Fig-
ure 1(b). Specifically, the hierarchical encoder network has
two branches corresponding to the temporal domain and the
spatial domain respectively. For the temporal branch, it en-
codes a skeleton sequence into multiple clip-level features of
different temporal granularities by extracting features from
clips of various lengths. Similarly, the spatial branch extracts
features from human parts of various sizes to obtain part-
level features. Furthermore, the clip-level features and part-
level features derived from temporal and spatial domains
are progressively used to compose the domain-level repre-
sentation and the instance-level representation. Additionally,
given the multiple-level representations, a hierarchical con-
trast is conducted in terms of four levels. Our hypothesis is
that such hierarchical contrast is consistent with the hierar-
chical nature of human skeletons and provides more supervi-
sion which is crucial for unsupervised learning. In summary,
this paper makes the following contributions.
• We propose a hierarchical encoder network that repre-

sents skeleton sequences into multiple feature vectors of
different granularities from both temporal and spatial do-
mains via sequence-to-sequence (S2S) encoders and uni-
fied downsampling modules. Moreover, our framework is

orthogonal to the S2S encoder, which allows us to flexi-
bly embrace state-of-the-art S2S encoders.

• Based on the multi-level representations of human skele-
tons, we propose a new hierarchical contrastive loss for
unsupervised learning, which is more effective than the
plain contrastive loss over instance-level representation
in the context of unsupervised SARL.

• Extensive experiments on four datasets show that our
HiCo achieves a new state-of-the-art for unsupervised
SARL in two downstream tasks, and its learned represen-
tation is of good transferability. Besides, we also show
that our method is also effective for semi-supervised
skeleton-based action recognition.

2 Related Work
2.1 Unsupervised SARL
Unsupervised methods have achieved increasing attention
in various tasks (Yang et al. 2018; Deng et al. 2019;
Gao et al. 2020; Liu et al. 2022) due to its good char-
acteristic of training without human annotations. Existing
works on unsupervised SARL can be roughly categorized
into three groups: encoder-decoder methods, contrastive-
learning methods, and hybrid methods.

Encoder-decoder methods. The early works mainly
adopt the encoder-decoder paradigm, which typically en-
codes the input skeleton sequence into latent features, then
decodes the latent features under the guidance of various
hand-crafted pretext tasks. The key to this paradigm is how
to design a pretext task for unsupervised SARL. Skeleton
reconstruction is popular as the pretext task. For instance,
(Zheng et al. 2018) learned to reconstruct the whole skeleton
from the corrupted skeleton, (Kundu et al. 2019; Su, Liu, and
Shlizerman 2020) reconstructed from the whole skeleton via
auto-encoders. (Nie, Liu, and Liu 2020) first disentangled
the skeleton into the pose-dependent and view-dependent
features, then reconstructed skeletons from the disentangled
features. Recently, a number of novel pretext tasks have been
proposed. (Su, Lin, and Wu 2021) colorized each joint of hu-
man skeletons according to its temporal and spatial orders,
and a skeleton colorization prediction pretext task was em-
ployed. (Cheng et al. 2021) devised a motion prediction pre-
text task that predicted the motion between adjacent frames.
In (Kim et al. 2022), a multi-interval pose displacement pre-
diction pretext task was proposed, which aimed to estimate
the whole-body and joint motions at various time scales.

Contrastive-learning methods. (Rao et al. 2021) was
the first to introduce contrastive learning for unsupervised
SARL. In (Rao et al. 2021), a skeleton sequence was first
transformed into two instances by random augmentation
strategies, which were further fed into a query encoder and
a key encoder respectively to obtain instance-level features.
The contrast was conducted between the outputs of both the
key and query encoders, encouraging augmentations of the
same skeleton (positive pairs) to have more similar represen-
tations than that of different skeletons (negative pairs). Be-
sides the positive pairs generated by random augmentation,
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Figure 2: The illustration of our HiCo framework. It consists of (a) a hierarchical encoder network using S2S encoders with
our designed (b) unified downsampling modules (UDM) that encodes a skeleton sequence at multiple granularities of both
temporal and spatial domains, (c) a hierarchical contrast that conducts contrastive learning in terms of four levels jointly. Note
that encoders are shared in the same branch.

(Li et al. 2021) exploited the multi-view knowledge of skele-
ton data for mining more positive pairs. (Thoker, Doughty,
and Snoek 2021) proposed skeleton-specific spatial and tem-
poral augmentations to enhance the spatio-temporal invari-
ances of the learned representation. Moreover, three en-
coders of different architectures were utilized to conduct
cross-architecture contrasts. In (Su et al. 2021), they rep-
resented skeleton sequences into a probabilistic embedding
space, and the similarity was measured as the distance be-
tween probabilistic distributions.

Hybrid methods. Hybrid methods combine the idea of the
encoder-decoder and contrastive-learning together (Su, Lin,
and Wu 2021; Xu et al. 2021). A typical method was pro-
posed by (Lin et al. 2020), where besides the contrastive
learning between skeletons, a motion prediction and a jig-
saw puzzle recognition pretext tasks were jointly employed.
Different from (Lin et al. 2020) that added pretext tasks on
the final learned features, (Chen et al. 2022) employed pre-
text tasks on the outputs of middle layers.

2.2 Hierarchical Modeling on Skeletons
There are also some previous works that modeled human
skeletons hierarchically. For instance, (Du, Wang, and Wang
2015; Cheng et al. 2021; Wang, Ni, and Yang 2020) mod-
eled the spatial hierarchical structure with hand-crafted de-
signs, but they did not consider the temporal hierarchical
structure. (Chen et al. 2022) exploited the temporal hierar-
chical clues from the frame, clip, and video levels. By con-
trast, we jointly model the temporal and spatial hierarchical
structure, which can be readily implemented using our pro-
posed more unified framework. Besides, different from the

previous models that present skeletons at the instance level,
we present skeletons at the instance level, domain level, clip
level, and part level.

3 Method
In this paper, we propose a hierarchical contrast framework
for unsupervised SARL. As shown in Figure 2, our frame-
work contains two main components: 1) a hierarchical en-
coder network that encodes a skeleton sequence at multiple
granularities of both temporal and spatial domains, deriving
the hierarchical multi-level representations. 2) a hierarchi-
cal contrast for unsupervised learning, which conducts con-
trastive learning in terms of four levels jointly. In what fol-
lows, we first depict the hierarchical encoder network, fol-
lowed by the description of the hierarchical contrast.

3.1 Hierarchical Encoder Network
The hierarchical encoder network consists of a temporal
branch and a spatial branch, which encodes the input skele-
ton sequence from the temporal domain and the spatial do-
main, respectively. The temporal branch encodes a skeleton
sequence at multiple temporal granularities, resulting in a
clip-level representation. Similarly, the spatial branch en-
codes it at multiple spatial granularities, resulting in a part-
level representation. Both the clip-level representation and
part-level representation are progressively used to assemble
the domain-level and instance-level representations.

Clip-level Representation. Given a skeleton sequence
X ∈ RT×J×3 that has T frames with J joints, and each joint
consists of three spatial coordinates, we first reshape it in the
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time-majored domain as a list of frames Xc = {xc
i}Ti=1 ∈

RT×3J , where xc
i denotes the i-th frame that is essentially a

whole human skeleton. Besides, a frame embedding is em-
ployed to project the input into a C-dimensional dense fea-
ture space by two fully connected layers. Formally, a pro-
jected feature from xc

i is obtained as:

x̃c
i = W2(σ(W1x

c
i + b1)) + b2, (1)

where W1 ∈ RC×3J and W2 ∈ RC×C are transformation
matrix, b1 ∈ RC and b2 ∈ RC indicate the bias vectors, and
σ is the ReLU activation function. All projected features are
jointly denoted as Xc

1 = {x̃c
i}Ti=1 ∈ RT×C . For ease of

reference, we name these features as the initial frame rep-
resentation. As the initial frame features are represented in-
dependently, they naturally lack temporal dependencies that
are crucial for action representation. Therefore, we propose
to model their temporal dependency with multiple temporal
granularities. We first generate clips of different temporal
granularities, and then utilize S2S encoders to model their
temporal dependencies.

Clip Construction. In order to generate clips of different
temporal granularities, we propose a Unified Donwsampling
Module (UDM), which sequentially merges multiple con-
secutive frame/clip features to obtain more coarse-grained
clips. The structure of UDM is illustrated in Figure 2(b),
which can be formally defined as:

UDM(·) = MaxPool1D(LN(σ(Conv1D(·)))), (2)
where Conv1D indicates a 1D convolution layer with a ker-
nel size of 5 and stride size of 1, LN denotes the Layer Norm,
and MaxPool1D is the 1D max pooling with kernel size 2.
Here the 1D convolution layer is used to collect nearby con-
textual information and the max pooling is used for infor-
mation aggregation. Note that UDM can be stacked in se-
ries, which leads to more coarse-grained clips. Additionally,
we regard frames as single-frame clips at the granularity of 1
for ease of description. With the help of UDM, given clips at
the granularity of n, clips of larger granularity can be readily
obtained as:

Xc
n+1 = UDM(Xc

n). (3)
By jointly employing UDM L−1 times in series, we are
able to obtain clips of different temporal granularities
{Xc

1 , X
c
2 , . . . , X

c
L}.

Temporal Dependency Modeling. For each granularity of
clips, we further model the temporal dependency by an S2S
encoder. Concretely, given clips Xc

n, we feed it into an S2S
encoder, such as GRU, followed by a temporal max pool-
ing layer (TMP) for feature aggregation, and the clip-level
feature vcn at the granularity of n is obtained as:

vcn = TMP(S2S(Xc
n)). (4)

Here, the outputs from all time steps of the S2S encoder are
used. Accordingly, given {Xc

1 , X
c
2 , . . . , X

c
L} of L granular-

ities, we are able to obtain the final clip-level representation
V c containing L feature vectors as:

V c = {vc1, vc2, . . . , vcL}. (5)
Note that our network is orthogonal to the S2S encoder, and
any S2S encoders can be employed theoretically. In our im-
plementation, we try GRU, LSTM, and Transformer.

Part-level Representation. Obtaining the part-level rep-
resentation is similar to obtaining the clip-level represen-
tation, so we mainly specify choices that are unique at the
part-level. Given a skeleton sequence X ∈ RT×J×3, here
we reshape it in the space-majored domain as a list of joints
Xp = {xp

i }i∈J ∈ RJ×3T , where xp
i denotes the i-th joint

that is essentially a joint trajectory along the time. Similarly,
a joint embedding is employed to obtain the initial joint rep-
resentation Xp

1 ∈ RJ×C .
Additionally, we generate human parts of different spa-

tial granularities by UDM. The UDM here is employed to
merge nearby joints/parts to obtain parts of larger sizes.
Similarly, by jointly employing UDM L−1 times in series,
we are able to obtain parts of different spatial granularities
{Xp

1 , X
p
2 , . . . , X

p
L}. Furthermore, for each granularity, an

S2S encoder with a max pooling layer is used to capture the
spatial dependency. Consequently, we are able to obtain the
final part-level representation containing clues of multiple
spatial granularities as V p = {vp1 , v

p
2 , . . . , v

p
L}.

Domain-level and Instance-level Representation. Thus
far we have a clip-level representation of multiple tempo-
ral granularities V t and a part-level representation of multi-
ple spatial granularities V s. We further combine them pro-
gressively to get the domain-level representation and the
instance-level representation.

For the domain-level representation, we fuse all L feature
vectors of clip-level representation to derive the temporal-
domain representation vt, and fuse all the corresponding fea-
ture vectors of part-level representation to derive the spatial-
domain representation vs:

vt = F (V t) = F (vc1, v
c
2, . . . , v

c
L),

vs = F (V p) = F (vp1 , v
p
2 , . . . , v

p
L),

(6)

where F (·) denotes the fusion operator over multiple feature
vectors. The concatenation is used in our implementation.

Moreover, the temporal-domain and spatial-domain rep-
resentations are jointly combined into the instance-level rep-
resentation vi:

vi = F (vt, vs). (7)

It is worth pointing out that though multiple-level repre-
sentations have been derived, only the instance-level repre-
sentation is used for the final skeleton sequence representa-
tion. Other representations are used for hierarchical contrast,
which will be described in the following section.

3.2 Hierarchical Contrast
Different from the previous contrastive-learning methods
that conduct contrast only at instance-level features, we
propose a hierarchical contrast that conducts contrast at
instance-level, domain-level, clip-level, and part-level fea-
tures. For the contrastive way, we adopt the MoCo manner
(He et al. 2020) that a query encoder and a key encoder are
jointly used with the dynamic dictionary queue and moving-
averaged update mechanism. Besides, following (Chen et al.
2020), we utilize a two-layer multilayer perceptron for fea-
ture projection before contrast. For concise descriptions, we
use the same symbol of the projected features as the original
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ones. We utilizeˆ to indicate the features derived from the
key encoder, and m to denote the feature from the queue.

Instance-level Contrast. Following (Rao et al. 2021), we
use the noise contrastive estimation loss InfoNCE (Van den
Oord et al. 2018) for contrast. At the instance level, the con-
trastive loss is computed as:

LInstance = − log
exp(vi · v̂i/τ)

exp(vi · v̂i/τ) +
∑

mi
j∈Mi exp(vi ·mi

j/τ)
,

(8)
where τ is the temperature hyper-parameter, mi

j denotes j-
th negative samples from the first-in-first-out queue M i of
previous projected instance-level features.

Domain-level Contrast. At the domain level, we ex-
pect a skeleton sequence have similar temporal-domain
and spatial-domain representations. Our intuition is that the
temporal-domain and spatial-domain representations are de-
scriptions from different perspectives of the same skeleton
sequence, so they essentially should be similar in high-level
semantics. Therefore, we add a contrastive loss over two
cross-domain features vt and vs, which encourages the net-
work to pull the temporal-domain and spatial-domain fea-
tures of the same skeleton sequence while pushing away that
of the different skeleton sequences:

Ldomain =− log
exp(vt · v̂s/τ)

exp(vt · v̂s/τ) +
∑

ms
j∈Ms exp(vt ·ms

j/τ)

− log
exp(vs · v̂t/τ)

exp(vs · v̂t/τ) +
∑

mt
j∈Mt exp(vs ·mt

j/τ)
.

(9)

Clip-level Contrast. Recall that clip-level representation
has multiple-feature vectors of different temporal granular-
ities. Although they are at different granularities, they also
should be similar in high-level semantics. Therefore, we
consider the clip-level features of different granularities of
the same input instance positive. For ease of implementa-
tion, the clip-level feature at the granularity of 1 is regarded
as the anchor sample, which is positive with other granular-
ities of the same input. The contrastive loss at the clip-level
is obtained by InfoNCE with more positive pairs:

Lclip = − log

∑L
l=1 exp(v

c
1 · v̂cl /τ)∑L

l=1 exp(v
c
1 · v̂cl /τ) +

∑
mc

j∈Mc exp(vc1 ·mc
j/τ)

,

(10)
where M c denotes the queue containing previous projected
clip-level features of all granularities.

Part-level Contrast. Similar to the clip-level contrast, the
contrastive loss at the part-level is computed on part-level
representation, which is defined as:

Lpart = − log

∑L
l=1 exp(v

p
1 · v̂pl /τ)∑L

l=1 exp(v
p
1 · v̂pl /τ) +

∑
m

p
j∈Mp exp(v

p
1 ·mp

j/τ)
.

(11)
Finally, we train our network by minimizing the sum of

the above losses. The total loss is computed as:

Ltotal = Linstance + Ldomain + Lclip + Lpart.

4 Experiments
4.1 Experimental Setup
Datasets Experiments are conducted on four popular
skeleton-based action datasets, i.e., NTU-60 (Shahroudy
et al. 2016), NTU-120 (Liu et al. 2019), PKU-I, and PKU-II
(Liu et al. 2020).

Evaluation Metrics On NTU-60 and NTU-120, we fol-
low two standard evaluation protocols: cross-subject (x-
sub), and cross-view (x-view). Following (Lin et al. 2020),
we report the x-sub results on PKU I and II. The top-1 accu-
racy is used for performance evaluation.

4.2 Comparison to the State-of-the-art
In this section, we compare our HiCo to the recently pro-
posed unsupervised state-of-the-art methods, including:
(1) Encoder-decoder methods: LongT GAN (Zheng et al.
2018), EnGAN-PoseRNN (Kundu et al. 2019), P&C (Su,
Liu, and Shlizerman 2020), SeBiReNet (Nie, Liu, and Liu
2020), H-Transformer (Cheng et al. 2021), Colorization
(Yang et al. 2021), GL-Transformer (Kim et al. 2022). (2)
Contrastive-learning methods: AS-CAL (Rao et al. 2021),
CrosSCLR (Li et al. 2021), ISC (Thoker, Doughty, and
Snoek 2021), AimCLR (Guo et al. 2022). (3) Hybrid meth-
ods: MS2L (Lin et al. 2020), PCRP (Xu et al. 2021).

The evaluations are conducted in the context of two
downstream tasks, i.e., skeleton-based action recognition,
and skeleton-based action retrieval, which are commonly
adopted in previous works (Lin et al. 2020; Li et al. 2021;
Thoker, Doughty, and Snoek 2021). For both two down-
stream tasks, each model should be first trained in an un-
supervised manner without using any labeled data, and then
used for further evaluation.

Skeleton-based Action Recognition. In this task, an ex-
tra linear classifier (a fully connected layer) is further added
on the skeleton sequence representation obtained by the cor-
responding pre-training model, which is trained on the tar-
get dataset. Following the previous works (Li et al. 2021;
Lin et al. 2020; Guo et al. 2022), the pre-training model is
frozen, and only the linear classifier will be trained.

As shown in Table 1, our proposed HiCo models consis-
tently outperform previous methods of all types with a large
margin. Among the four datasets, all models on PKU-II per-
form the worst, which is due to that this dataset is more chal-
lenging with more noise caused by the view variation (Guo
et al. 2022). Even on this challenging dataset, our best model
surpasses the state-of-the-art, i.e., AimCLR, by 16%. The re-
sults verify the effectiveness of our proposed framework for
unsupervised SARL. In more detail, for our three HiCo vari-
ants with different S2S encoders, their performance is com-
parable, showing a good generality of our framework for
S2S encoders. Additionally, for the compared contrastive-
learning methods, they represent a skeleton sequence into
instance-level features and perform contrast holistically. By
contrast, we represent it into multiple-level features and per-
form contrast hierarchically, which enables the network to
perceive more fine-grained supervision. Hence, it gains large
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Method Type Encoder NTU-60 NTU-120 PKU-I PKU-II

x-sub x-view x-sub x-setup x-sub x-sub

LongT GAN (AAAI’18) encoder-decoder GRU 52.1 56.4 - - 67.7 26.5
MS2L (ACM MM’20) hybrid GRU 52.6 - - - 64.9 27.6
PCRP (TMM’21) hybrid GRU 54.9 63.4 43.0 44.6 - -
AS-CAL (INS’21) contrastive-learning LSTM 58.5 64.8 48.6 49.2 - -
EnGAN-PoseRNN (WACV’19) encoder-decoder LSTM 68.6 77.8 - - - -
H-Transformer (ICME’21) encoder-decoder Transformer 69.3 72.8 - - - -
SeBiReNet (ECCV’20) encoder-decoder GRU - 79.7 - - - -
CrosSCLR (CVPR’21) contrastive-learning GCN 72.9 79.9 - - 84.9 21.2
AimCLR (AAAI’22) contrastive-learning GCN 74.3 79.7 63.4 63.4 87.8 38.5
Colorization (ICCV’21) encoder-decoder GCN 75.2 83.1 - - - -
GL-Transformer (ECCV’22) encoder-decoder Transformer 76.3 83.8 66.0 68.7 - -
ISC (ACM MM’21) contrastive-learning GRU&CNN&GCN 76.3 85.2 67.1 67.9 80.9 36.0

HiCo-GRU (ours) contrastive-learning GRU 80.6 88.6 72.5 73.8 88.9 52.2
HiCo-LSTM (ours) contrastive-learning LSTM 81.4 88.8 73.7 74.5 89.4 54.7
HiCo-Transformer (ours) contrastive-learning Transformer 81.1 88.6 72.8 74.1 89.3 49.4

Table 1: Comparisons to the state-of-the-art methods for skeleton-based action recognition downstream task.

J M B J+M+B65

70

75

80

85

90

T
op

-1
 A

cc
ur

ac
y

72.9 72.7

75.2

77.8

74.3

66.8

73.2

78.9
80.6

78.2

80.3

83.6

81.4

78.9

81.0

83.8

81.1

76.2

80.3

83.4

CrosSCLR,CVPR'21
AimCLR,AAAI'22
HiCo-GRU

HiCo-LSTM
HiCo-Transformer

Figure 3: Performance comparison using different views
(J:joint, M:motion, B:bone) of skeleton sequences in terms
of x-sub on NTU-60.

improvements compared to the existing contrastive-learning
methods.

Until now we only report our performance using the joint
view of skeletons as input. For a more comprehensive com-
parison, we also try other views of skeleton sequences and
three-streams fusion version of joints, motions, and bones as
previous works (Li et al. 2021; Guo et al. 2022). For fusion
version, we follow the setting of (Li et al. 2021). The results
are summarized in Figure 3. Our models consistently out-
perform the counterparts with a clear margin, which further
verifies the effectiveness of our framework. Besides, jointly
using three views as input achieves a performance gain.

Skeleton-based Action Retrieval. In this experiment, we
follow the setting in (Thoker, Doughty, and Snoek 2021;
Guo et al. 2022). Specifically, given an action query, the
most similar action is retrieved from training samples using

Method NTU-60 NTU-120

x-sub x-view x-sub x-setup

LongT GAN (AAAI’18) 39.1 48.1 31.5 35.5
P&C (CVPR’20) 50.7 76.3 39.5 41.8
AimCLR (AAAI’22) 62.0 - - -
ISC (ACM MM’21) 62.5 82.6 50.6 52.3
HiCo-GRU (ours) 67.9 84.4 55.9 58.7
HiCo-LSTM (ours) 66.9 84.3 56.3 59.1
HiCo-Transformer (ours) 68.3 84.8 56.6 59.1

Table 2: Comparisons to the state-of-the-art methods for
skeleton-based action retrieval on NTU-60 and NTU-120.
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Figure 4: The effectiveness of representation from multiple
temporal and spatial granularities.

cosine similarity. Table 2 shows the results on NTU-60 and
NTU-120. Again, our HiCo models with various encoders
consistently perform better than the existing methods. The
result further demonstrates that the action representation ob-
tained by our HiCo is more discriminative.
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Temporal branch Spatial branch x-sub x-view

✓ - 78.0 84.9

- ✓ 76.1 84.3

✓ ✓ 79.8 87.0

Table 3: The effectiveness of two-branch structure that
jointly models temporal and spatial dependencies.

Instance Domain Clip&Part x-sub x-view

✓ - - 79.8 87.0

✓ ✓ - 80.7 88.4

✓ ✓ ✓ 81.1 88.6

Table 4: The effectiveness of hierarchical contrast on multi-
level features. All variants are based on the same represen-
tation of multiple granularities, but utilizing different losses.

4.3 Ablation Studies
To verify the effectiveness of each component in our pro-
posed framework, we conduct ablation studies on NTU-
60. All the experiments are conducted in the context of
the skeleton-based action recognition downstream task, and
Transformer is used as the default encoder of our model.

The effectiveness of representation on multiple gran-
ularities. Figure 4 illustrates the performance of our mod-
els using the different numbers of granularities. For both
branches, the performance is gradually increased with more
granularities being added. The results show the effectiveness
of modeling multiple temporal and spatial granularities.

The effectiveness of two-branch structure. Table 3
shows the results of our model using one branch or two
branches. The two-branch consistently performs better than
the one-branch counterparts. It not only demonstrates the ef-
fectiveness of the two-branch structure, but also shows the
complementary of the temporal and the spatial branches.

The effectiveness of hierarchical contrast. Table 4 sum-
marizes the performance of conducting contrast over fea-
tures of different levels, and all models use the hierarchi-
cal encoder network. It is worth noting that the model only
with the instance-level contrast utilizes the same contrastive
learning way of AS-CAL (Rao et al. 2021), CrosSCLR (Li
et al. 2021). Progressively adding domain-level contrast,
and clip&part-level contrasts gain clear improvement, which
demonstrates the effectiveness of hierarchical contrast.

4.4 Transfer Learning for Action Recognition
To explore the transferability of our learned representation,
we evaluate whether it learned from a source dataset gen-
eralizes well to another target dataset. Specifically, a model
is first pre-trained on a source dataset in an unsupervised
manner, then finetuned on a target dataset. For a cross-paper
comparison, following (Lin et al. 2020), we choose NTU-60
and PKU-I as the source datasets, and PKU-II as the target
dataset. All the results are evaluated under the x-sub pro-

Method Transfer to PKU-II

PKU-I NTU-60

LongT GAN (Zheng et al. 2018) 43.6 44.8
M2L (Lin et al. 2020) 44.1 45.8
ISC (Thoker, Doughty, and Snoek 2021) 45.1 45.9

HiCo-Transformer (ours) 53.4 56.3

Table 5: Comparisons on transfer learning.

Method x-sub x-view

1% 10% 1% 10%

LongGAN (Zheng et al. 2018) 35.2 62.0 - -
M2L (Lin et al. 2020) 33.1 65.2 - -
ASSL (Si et al. 2020) - 64.3 - 69.8
MCC (Su et al. 2021) - 60.8 - 65.8
Colorization (Yang et al. 2021) 48.3 71.7 52.5 78.9
CrosSCLR (Li et al. 2021) - 67.6 - 73.5
Hi-TRS (Chen et al. 2022) - 70.7 - 74.8
GL-Transformer (Kim et al. 2022) - 68.6 - 74.9
HiCo-Transformer (Ours) 54.4 73.0 54.8 78.3

Table 6: Comparisons to the state-of-the-art methods with
semi-supervised learning on NTU-60 dataset.

tocol. As shown in Table 5, our proposed HiCo outperforms
its competitors with a large margin, which shows good trans-
ferability of our proposed action representation learning for
skeleton-based action recognition.

4.5 The Potential for Semi-Supervised Learning
For semi-supervised learning, we follow the setting of (Lin
et al. 2020; Chen et al. 2022), and report the results of us-
ing 1% and 10% randomly sampled training data with labels
for finetuning. Table 6 summarizes the results on NTU-60.
Our HiCo with Transformer as encoders performs the best
on the setting of 1% data, and is slightly worse than Col-
orization (Yang et al. 2021) on the setting of 10% data. The
results allow us to conclude that our HiCo is more effective
when fewer labeled training data are available. We attribute
it to our hierarchical contrast on multiple-level representa-
tion, which enables the network to acquire more supervision
thus be more effective in the scenario of fewer labeled data.

5 Conclusion
This paper proposes a new contrastive-learning frame-
work HiCo for unsupervised SARL. By jointly exploiting
multiple-level representation and hierarchical contrast, HiCo
is capable of learning more discriminative representation un-
der unsupervised scenarios and has good transferability. Ex-
tensive experiments show the effectiveness of HiCo and its
new state-of-the-art performance. Given HiCo is simple and
effective, we believe it can also be used as a new strong base-
line for unsupervised SARL.
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