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Abstract

Depth estimation is usually ill-posed and ambiguous for
monocular camera-based 3D multi-person pose estimation.
Since LiDAR can capture accurate depth information in long-
range scenes, it can benefit both the global localization of in-
dividuals and the 3D pose estimation by providing rich ge-
ometry features. Motivated by this, we propose a monocular
camera and single LiDAR-based method for 3D multi-person
pose estimation in large-scale scenes, which is easy to de-
ploy and insensitive to light. Specifically, we design an effec-
tive fusion strategy to take advantage of multi-modal input
data, including images and point cloud, and make full use
of temporal information to guide the network to learn nat-
ural and coherent human motions. Without relying on any
3D pose annotations, our method exploits the inherent geom-
etry constraints of point cloud for self-supervision and uti-
lizes 2D keypoints on images for weak supervision. Exten-
sive experiments on public datasets and our newly collected
dataset demonstrate the superiority and generalization capa-
bility of our proposed method. https://github.com/4DVLab/
FusionPose.git

Introduction
3D multi-person pose estimation (3D-MPE) in the wild, es-
pecially in large-scale outdoor scenes, has become an in-
creasingly popular research field. It is an essential technique
for human motion understanding, which can benefit many
downstream real-world applications, including action recog-
nition, sports analysis, surveillance, augmented/virtual real-
ity(AR/VR), autonomous driving, assistive robots, etc. The
goal is to localize semantic keypoints of human bodies in 3D
space, namely the world coordinate system.

Most of previous works (Véges and Lőrincz 2019; Wang
et al. 2020a) solve 3D-MPE based on the monocular cam-
era, which is lightweight and convenient to be set up in
general scenarios. However, the problem of depth estima-
tion from monocular camera is ill-posed in essence (Mallot
et al. 1991), causing many ambiguous predictions in global
localization and local pose estimation, as Figure. 2 shows.
Although researchers have proposed plenty of approaches
to alleviate the problem, such as using geometric constraints
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Figure 1: Our sensor setting and 3D multi-person pose esti-
mation results for large-scale scenes. Based on synchronized
images and LiDAR point clouds, we can capture continuous
global locations and local poses accurately for each person.

by the prior knowledge of the height or bone length of hu-
man body (Zhang et al. 2022b), hybrid inverse kinematic
constraints (Sun et al. 2021; Li et al. 2021), and motion con-
sistency constraints existing in videos (Zhang et al. 2022a).
These methods still perform limited due to the mathemati-
cally impossible mapping from the perspective view to 3D
space. Although the settings of multi-view cameras (Dong
et al. 2019; Zhang et al. 2021) and RGB-D cameras (Zim-
mermann et al. 2018) are proposed to escape from the trou-
ble, they are not applicable for large-scale scenes due to the
deployment difficulties or the physical limitations of sensors
(RGB-D camera is available in about 5 meters and usually
fail in outdoor scenes.).

LiDAR can provide accurate depth information and has
been widely-used on autonomous vehicles and robots to
perceive large-scale scenes. The effective range for captur-
ing human with recognizable shape and scale could reach
about 35m by common 128-beam mechanical LiDAR, mak-
ing it feasible for 3D-MPE in long-range indoor or outdoor
scenes. More importantly, unlike the sensitivity of camera
to light, LiDAR could work day and night, which is appli-
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Figure 2: The limitation of 3D-MPE based on monocular
camera or single LiDAR. (a) shows the ambiguity of global
instance localization caused by the usage of statistics of
human body in monocular camera-based methods, which
has weak generalization capability for diverse persons. (b)
shows the ambiguity of local poses due to the perspective
view of image. (c) and (d) illustrate the limitations based on
single LiDAR due to the sparse points in the distance and the
noise point brought by carry-on objects. FusionPose takes
advantage of both sensors to overcome above limitations.

cable for most scenarios. Recently, some researchers begin
to exploit the LiDAR sensor in human motion capture (Li
et al. 2022a; Zhao et al. 2022) and has achieved impres-
sive performance. However, the point cloud captured by Li-
DAR is sparsity-varying along the distance with noise, lead-
ing to unstable pose predictions (Figure. 2). Considering the
rich appearance features in images and geometry features in
point clouds, (Fürst et al. 2021; Zheng et al. 2022) utilize
both camera and LiDAR to estimate 3D poses of pedestri-
ans to enhance scene understanding for autonomous vehi-
cles. However, they fuse multi-modal features in a straight
forward way and do not employ the temporal information
and geometric supervision, leading to unsatisfactory perfor-
mance on challenging poses, like doing sports.

We focus on solving 3D-MPE in large-scale scenes based
on multi-modal sensors, including monocular camera and
single LiDAR. There are two main challenges to overcome.
First, the image captured by camera is dense and regular rep-
resentation and contains the texture feature in the perspec-
tive view, while point cloud captured by LiDAR is sparse
and unordered representation and provides the depth feature
in 3D space. How to taking advantage of multi-modal data
from totally different sensors and fuse them in an effective
and interpretable way for accurate pose regression is one
critical problem. Second, current deep learning-based 3D-
MPE methods rely on huge annotated data, which is usually
obtained by wearable IMUs devices or multi-view cameras.
However, they are not applicable in large-scale scenes due to
the drift problem in long distance of IMUs and difficult de-
ployment of multi-view cameras. Manual annotation is ex-
pensive and time-consuming. How to conduct 3D-MPE in
large-scale scenes without 3D annotations is the other core
problem.

In this paper, we propose FusionPose, a novel 3D-MPE
approach for large-scale scenes based on the single-LiDAR-
camera setting, which has solved above problems. To fully
utilize the global semantic feature in images and local ge-
ometric feature in point clouds, we present an effective
Image-to-Point Attention Fusion (IPAFusion) method to
fuse 2D and 3D information. Cross-attention is designed be-
tween two modalities to make the network learn the physical
correspondence automatically, which can alleviate the de-
pendence on accurate calibration of two sensors and make
the fusion process effective and interpretable. To overcome
the rely on 3D annotations, we take the best advantage of the
self-supervision of the data, including the dynamic motion
constraints and high-dimension feature consistency existing
in consecutive frames of data, and the geometric constraints
of human body points. We also use 2D keypoints generated
by mature 2D pose estimation methods to further supervise
the estimated 3D keypoints by back projection to image. To
facilitate the 3D-MPE research on the multi-modal setting,
we collected a new dataset, LiCamPose, in the wild. Exten-
sive experiments show that our method achieves state-of-
the-art performance on LiCamPose and other related open
datasets. Main contributions of this paper are as follows:
1. Taking advantage of both LiDAR and camera sensors,

we propose a novel method for multi-person 3D pose es-
timation in large-scale scenes with accurate localization.
Specifically, our method is independent of 3D pose an-
notations.

2. We propose an IPAFusion method to fuse the informa-
tion of 2D perspective-view images and 3D point cloud,
which fully considers global semantic feature and local
geometric feature of multimodal data and is free for cal-
ibration errors.

3. We exploit the motion cues and sequential consistency
existing in temporal information to enhance the 3D pose
estimation.

4. FusionPose achieves state-of-the-art performance on 3D
pose datasets, including HybirdCap, 3DPW, STCrowd,
and our new collected dataset, LiCamPose. We will re-
lease our novel data when the paper is published.

Related Work
Camera-based 3D Human Pose Estimation
Extensive methods have been proposed for 3D-MPE based
on monocular camera. Early works focus on human-centric
tasks without localizing individuals in the actual 3D space.
(Pavlakos et al. 2017) directly regresses the joint posi-
tions from input images and (Tome, Russell, and Agapito
2017; Martinez et al. 2017; Rogez, Weinzaepfel, and Schmid
2019) feed the 2D keypoints into a 2D-to-3D lifting net-
work to estimate 3D poses. To facilitate more real-world
applications, researchers pay more attention to the camera-
centric 3D-MPE recently. They (Moon, Chang, and Lee
2019; Véges and Lőrincz 2019; Wang et al. 2020a) usually
decouple the problem into the root-relative 2.5D pose es-
timation and root depth estimation. However, the accurate
depth estimation no matter for local keypoints or for ob-
jects is the core challenge for 3D-MPE. To address it, some
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works (Mehta, Sotnychenko, and etc. 2018; Mehta et al.
2020; Zhen et al. 2020; Zhang et al. 2022b) make use of
geometry constraints by adding prior knowledge of the hu-
man body, such as the height or bone length, in the depth
reasoning. Based on handcraft assumptions, such methods
eliminate many poor results of 3D-MPE but become lim-
ited for the scenes with diverse people. Some other methods
take advantage of hybrid inverse kinematics of motions (Sun
et al. 2021; Li et al. 2021; Sun et al. 2022; Yu et al. 2021) by
using SMPL (Loper et al. 2015) parametric human model or
explore spatial and temporal relationships by enforcing tem-
poral consistency across consecutive frames (Arnab, Doer-
sch, and Zisserman 2019; Cheng et al. 2020; Zheng et al.
2021; Zhang et al. 2022a). However, the ambiguous depth
estimation still exist for the monocular camera setting. Al-
though the multi-camera (Dong et al. 2019; Zhang et al.
2021; Rhodin, Salzmann, and Fua 2018; Chen et al. 2019;
Kocabas, Karagoz, and Akbas 2019; Wandt et al. 2021) and
RGB-D (Mehta, Sridhar, and etc. 2017; Zimmermann et al.
2018; Ying and Zhao 2021) settings can, to some extend,
alleviate the problem, they are not applicable for the large-
scale outdoor scenes.

LiDAR-involved 3D Human Pose Estimation
LiDARs become more and more popular in 3d scene un-
derstanding (Cong et al. 2022; Zhu et al. 2020, 2021; Yin,
Zhou, and Krähenbühl 2021; Han et al. 2022) due to its
accurate measurement for the depth information in large-
scale scenes, which has boosted the progress of autonomous
driving and robotics. Recently, researchers begin to explore
the potential usage of LiDAR in fine-grained human motion
capture (Li et al. 2022a; Zhao et al. 2022) and has made im-
pressive achievements especially for the long-range scenar-
ios. However, LiDAR point cloud has sparse and unordered
representation without much texture feature, which usually
leads to unstable pose estimations with noise points caused
by carry-on objects or clothes. To enhance the perception
and understanding for pedestrians in traffic scenarios, (Fürst
et al. 2021; Zheng et al. 2022) propose to use both camera
and LiDAR to predict the 3D poses of pedestrians. How-
ever, they only rely on the 2D keypoint supervision or coarse
3D pseudo labels without considering temporal features, re-
sulting in unsatisfactory results for more complicated ac-
tions. Our method leverages the comprehensive feature from
images and point clouds, and motion cues in sequences to
achieve more robust and accurate pose estimations in more
general scenes.

Sensor-fusion Approaches for LiDAR and Camera
There are already many researches about LiDAR-camera-
based sensor fusion methods for autonomous driving, which
can be classified into three main categories. The first one
is point-level fusion strategy (Vora et al. 2020; Wang et al.
2021; Zheng et al. 2022), which attaches the semantic fea-
ture extracted from the corresponding area of image to point,
followed by a point cloud-based feature extractor. However,
these hard-association methods reply heavily on the sensor
calibration and will lose global context information of im-
ages. The second one is feature-level fusion strategy (Pier-

giovanni et al. 2021; Chen et al. 2017; Liang et al. 2018;
Ku et al. 2018) by directing concatenating features from
two modalities, which considers the fusion of global context
but lacks local geometric corresponding. The third one (Bai
et al. 2022; Li et al. 2022c; Prakash, Chitta, and Geiger
2021; Liu et al. 2022) utilizes transformer strategy by con-
structing queries in BEV space, which dynamically cap-
ture the correlations between image and LiDAR features.
Such methods work well in detection and segmentation tasks
by fusing features in BEV while ignoring fine-grained 3D
postures, making them inapplicable for 3D pose estimation
tasks. The only two related LiDAR-camera-based 3D-MPE
methods (Fürst et al. 2021; Zheng et al. 2022) directly adopt
above point-level and feature-level fusion strategies without
specific design for 3D-MPE. In view of the fine-grained fea-
ture requirement of 3D-MPE, we propose a soft-association
method based on the cross-attention mechanism, which fuse
the local geometric features of point cloud with the global
context feature of images in an effective manner.

Method
Problem Definition Given the synchronized image I and
point cloud P captured by monocular RGB camera and sin-
gle LiDAR, our task is to predict the 3D poses Ĵ3D ∈ RK×3

for multiple people in the real world, where K denotes the
number of keypoints of the 3D pose representation. Because
all sensors are fixed during data capture, the LiDAR coordi-
nate system equals to the world coordinate system, and Ĵ3D
can be projected to image through the intrinsic and extrinsic
parameters of sensors.

Overview Our method is a top-down 3D-MPE method by
first detecting persons and then estimating the 3D pose for
each person according to the cropped image and point cloud.
The whole pipeline of our method is illustrated in Figure
3, which contains two important components, including the
Image-to-Point Attention Fusion (IPAFusion) module and
Temporal Information Guided Pose Estimator. The former
fuses the information of two distinct modalities of data to
fully use the 3D geometry features of point cloud and the
appearance features of images. The latter leverages tempo-
ral guidance existing in consecutive data to improve the pose
accuracy by learning the dynamic rules of human motions
and the pose consistency in high-dimension feature space.
Furthermore, we utilize the raw point cloud to supervise the
shape and scale of Ĵ3D and 2D keypoint to weakly super-
vise the pose by back projection. In the following, we will
introduce more details for above modules and losses.

Pre-processing
For 2D keypoints J2D ∈ RK×2 on images used for super-
vision, we generate from openpose(Cao et al. 2017). For the
first-stage detection, we utilize the sate-of-the-art LiDAR-
based 3D detector (Cong et al. 2022) and image-based 2D
detector (YOLO v5) to process the input and obtain the
paired persons in two modalities by projection and match-
ing according to calibration matrix. Then we crop the im-
ages and point clouds by 2D and 3D bounding boxes for the
following 3D pose estimation.

463



Figure 3: Pipeline of FusionPose. We first obtain cropped images and point clouds of each person by 2D and 3D detectors. Then
the features extracted from multi-modal data are fed in the Image-to-Point Attention Fusion module to get the fused feature
with rich texture and geometry information. Temporal Information Guided Pose Estimator is followed to estimate 3D poses by
leveraging the temporal guidance. Finally, the raw point cloud and 2D keypoints are used for supervision by shape constraints.

Image-to-Point Attention Fusion
Previous fusion methods for LiDAR point clouds and im-
ages are designed for detection and segmentation tasks and
are applied for autonomous driving. Different from them,
3D pose estimation requires us to pay attention to the fine-
grained semantic and geometry features of human bodies.
Thus, we propose an effective fusion method for 3D-MPE
task, which can automatically learn the corresponding fea-
tures between images and point cloud to eliminate the sen-
sitivity to sensor calibrations and fully take advantage of
global and local information of two modalities.

Point Cloud Feature Extraction The low dimensional
point cloud input after downsampling P ∈ RN×3 (N = 256
denotes the number of the points) are fed into the Point-
Net (Qi et al. 2017) encoder to obtain the high-dimensional
feature p = PointNetEncoder(P ), p ∈ RN×256, then we
use one layer of self-attention to integrate the global context
feature to each point feature:

fp = LN(p+ SelfAttention(p)),

where LN is layer normalization.

Image Feature Extraction We use the pretrained model
of HrNet (Wang et al. 2020b) to extract image fea-
tures, which maintains multi-level resolutions of fea-
tures and fine-grained local semantic features. The im-
age input I is encoded into high dimensional feature
of size (256, H/8,W/8), where H and W represent the
size of input. We flatten the spatial feature and inte-
grate the channel information through Multi-Layer Per-
ception (MLP) to get high-level semantic features: i =

MLP (Flatten(HrNet(I))). One layer of self-attention is
also applied to involve the information from global context.

fi = LN(i+ SelfAttention(i)).

Cross-attention Fusion Fusing two modal features by di-
rect projection relies heavily on the accurate calibrations of
sensors and constrains the correspondence by totally physi-
cal mapping. Considering that different parts of the texture
feature of images are not equally important to each point of
the human body, we design IPAFusion to learn the corre-
spondences between images and point cloud automatically
by network, which can fuse features more reasonably and
is calibration-free. The point query qp are extracted from
high-dimension point feature fp, the image value vi and the
image key ki are extracted from global semantic image fea-
ture fi. For each query, it conducts a dot product with the
image key to get the attention matrix and obtain the corre-
lation from multi-model features. The higher value after the
dot product indicates that the point cloud is highly corre-
lated with the corresponding part of the image feature. After
softmax normalization, the attention affinity matrix will be
multiplied by image value to obtain new point cloud features
weighted by the image information. The weighted point
cloud features are then connected with the original point
query and pass through two linear layers to obtain fattention.
The final fusion features ffusion is acquired through FFN:

fattention = LN(fp + CrossAttention(qp, ki, vi)),

ffusion = LN(fattention + FFN(fattention)).
By this way, IPAFusion can not only automatically learn

the correspondences to fuse features of two modalities, but
also fully use the global semantic information and local fine-
grained geometric feature to boost accurate pose estimation.
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Temporal Information Guided Pose Estimator
Human motions are changing continuously with each part
of the body moving under specific dynamic constraints. Our
method can learn the motion cues in sequential input data
by the Motion Block to guide the estimation of more rea-
sonable continuous poses, especially for the occlusion sit-
uations, where it is difficult to predict the pose only based
on the current frame of data but can be inferred by adja-
cent poses. Meanwhile, the feature expression of the same
keypoint in high dimensional semantic space should be sim-
ilar, e.g. in high-level feature space, hands even in different
frames should keep close and the body center should be far
apart from the limbs. We consider the feature consistency in
consecutive frames in the Consistency Block.

Figure. 3 shows the detailed operations of the temporal
information guided pose estimator. First, the fusion features
f t
fusion, t ∈ T of T consecutive frames are fed into bi-

GRU tracker to extract temporal features. Then, the MLP
decoders are followed to predict three different properties
of K keypoints, including the motion map M̂ t ∈ RK×2 in
the motion block, 3D positions in LiDAR coordinate system
Ĵ ′t

3D ∈ RK×3 in the position block, and high-dimension
features Ĵf

t
∈ RK×C in the consistency block, respectively.

The motion map M t is calculated the by the difference
between each keypoint position at the previous frame and
current frame on the image pixel coordinates: M t = J t

2D −
J t−1
2D , the motion prediction is supervised by:

Lmotion =
1

K

K∑
j=1

∥∥∥M̂ t
j −M t

j

∥∥∥ ,
so that the motion block can use the dynamic constraints to
assist in more accurate pose estimation.

The consistency block expands the 3D keypoint positions
into higher-level space by two extra layers MLP and calcu-
lates the temporal consistency loss Lconsistency to pull the
feature Ĵ t

f of each keypoint to its average feature J t
avgf =

1
T

∑T
t=1 J

t
f cross multiple frames:

Lconsistency =
1

K

K∑
j=1

∥∥∥Ĵ t
fj − J t

avgfj

∥∥∥ .
And then, the feature J t

f is concatenated with the Ĵ ′t
3D and

gets the final keypoints Ĵ t
3D with function F :

Ĵ t
3D = F(J t

f , Ĵ
′t
3D).

Weakly Unsupervised Training
2D pose estimation from images has achieved great progress
due to huge labeled training data. With the help of 2D poses
J2D automatically generated by algorithms, we can super-
vise Ĵ t

3D by projecting to images according to the trans-
form matrix T . The projected result is represented as Ĵ t

2D =

T (Ĵ t
3D). The projection loss is defined as:

Lproj =
1

N

N∑
i=1

∥∥∥T (Ĵ t
3D)− J t

2D

∥∥∥ .

In addition, raw point cloud reflect the real shapes, scales,
and postures of human body. An accurate estimated 3D pose
ought to fit the captured point cloud well. We adopt the
Chamfer Distance (CD) (Fan, Su, and Guibas 2017) to mea-
sure the similarity between 3D pose and the point cloud.

LCD(P t, Ĵ t
3D) =

1

∥P t∥
∑
x∈P t

min
y∈Ĵt

3D

∥x− y∥22

+
1

∥Ĵ t
3D∥

∑
y∈Ĵt

min
x∈P t

∥y − x∥22,

where P t denotes the point cloud, x and y represent the 3D
coordinates of points. Only K keypoints is not comparable
for N points numerically and geometrically, we further ap-
ply linear interpolation on Ĵ t

3D and calculate the CD agu
Loss LCD agu(P

t, Ĵ t
agu) where Ĵ t

agu is the augmented key-
points. Then, our network can be trained by the loss L in
self-supervised and weak-supervised manner as below:

L = λ1Lmotion+λ2Lconsistency +λ3Lproj +λ4LCD agu,

where λ are hyper-parameters.

Implementation Details
We implement our network using Pytorch 1.10.1 with
CUDA 11.3. The point cloud branch is pretrained with simu-
lated data as (Zhao et al. 2022) and the image branch utilizes
the pretrained feature from HRNet (Wang et al. 2020b). The
batch size is 8. K is set as 21 as (Cao et al. 2017) and T is
set as 4 for continuous input frames.

Experiment
We first introduce all datasets and evaluation metrics and
then compare our method with current SOTA methods qual-
itatively and quantitatively. Extensive ablation studies are
conducted for comprehensive assessment of FusionPose.

Dataset
LiCamPose is our new collected 3D-MPE dataset in long-
range wild scenes with a 128-beam OuSTER-1 LiDAR and
a camera, with totally 8,980 frames of synchronized multi-
modal data. The ground truth is captured by Noitom Per-
ception Neuron Studio(Noitom PN S). We divide the data
half for the training set and half for the testing set. In addi-
tion, we collected extra 38,490 frames of data in the same
setting but without pose annotations. These data is helpful
for unsupervised methods to pretrain their models or vali-
date the performance by visualization. LiCamPose contains
various motions, including walking, running, doing KEEP,
ball games, dancing, and Taekwondo in different scenes. We
protect personal privacy by blurring faces in RGB images.
3DPW(Von Marcard et al. 2018) and Hybridcap (Liang
et al. 2022) provide images and annotated SMPL models,
where 3D poses can be acquired directly, but lack LiDAR
point clouds. We follow (Cong, Zhu, and Ma 2021) to simu-
late the LiDAR point cloud data in a reasonable manner. Due
to the simulation limitation, we follow the official protocol
of dataset splitting and select valid data for experiments.
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Figure 4: Visualization for local 3D pose results predicted by various methods on HybridCap, LiCamPose and 3DPW. We
highlight some parts of estimated 3D poses by circles for detailed comparison.

HybridCap 3DPW LiCamPose
Sensor PCK↑ MPJPE↓ CD↓ PCK↑ MPJPE↓ CD↓ PCK↑ MPJPE↓ CD↓

ROMP Camera 45.3 187.9 - 53.9 160.6 - 53.2 159.9 -
HybrIK Camera 75.8 113.4 - 80.2 107.1 - 73.0 109.2 -

LidarCap LiDAR 86.5 88.1 21.2 70.7 119.2 28.6 75.8 119.9 26.8
Pseudo3DPE LiDAR+Camera 70.7 130.8 28.1 73.5 116.4 17.6 68.9 124.3 19.9
FusionPose LiDAR+Camera 95.9 75.3 17.4 83.5 97.7 13.8 79.7 106.8 21.7

FusionPose* LiDAR+Camera 95.3 75.9 17.3 91.3 79.2 27.5 93.9 75.8 19.5

Table 1: Comparison results on HybridCap, 3DPW, and LiCamPose. ∗ means fully supervised training mechanism.

STCrowd (Cong et al. 2022) is a pedestrian perception
dataset with synchronized LiDAR point clouds and camera
images, while it doesn’t provide the 3D keypoints ground
truth. Thus, we only provide the visualization results on it.

Evaluation Metric
Since LiDAR can provide accurate depth, we do not com-
pare the depth estimations and only evaluate local poses. We
use 1) PCK↑: percentage of correct keypoints that the nor-
malized distance between the key point and its groundtruth
is less than the set threshold (150mm) position error in mil-
limeters; 2) MPJPE↓: mean per root-relative joint position
error in millimeter; 3) CD↓: the chamfer distance between
predict keypoints and raw point cloud in millimeter.

Performance Analysis
We compare with three kinds of SOTA methods for 3D-
MPE, including monocular camera-based ROMP (Sun et al.

2021) and HybrIK (Li et al. 2021), LiDAR-based Lidar-
Cap (Li et al. 2022b), and LiDAR-camera multi-sensor-
based Pseudo3DPE (Zhang et al. 2022b). We run their re-
leased code with provided parameters. The results on Hy-
bridCap, 3DPW, and LiCamPose are shown in Table ??.

The camera-based methods are pretrained on MSCOCO,
Human3.6M(Ionescu et al. 2013) and MPI-INF-3DHP
(Mehta et al. 2017) in a full-supervision manner and then
directly infer on the test data of these datasets. For LiDAR-
based method, LiDARCap, we pretrain it on LiDARCap
dataset with 3D annotations and show results by finetun-
ing using our self-supervision losses. Pseudo3DPE and our
method are weakly supervised methods with only 2D pose
annotations. Compared with Pseudo3DPE, we get large
improvement, illustrating the efficiency and generalization
of our feature-fusion method and loss designs. Compared
with camera-only and LiDAR-only methods, FusionPose
has more accurate pose estimation even without any super-
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HybridCap 3DPW
PCK↑ MPJPE↓ CD↓ PCK↑ MPJPE↓ CD↓

Point-RGB 78.1 112.6 21.36 73.6 110.7 15.39
PixelFusion 80.3 107.8 20.05 75.6 106.9 14.91
LocalFusion 74.7 118.2 22.85 75.3 108.7 15.96
GlobalFusion 71.1 126.4 26.57 78.6 104.0 15.71

IPAFusion 90.7 89.5 19.70 79.2 103.4 14.49

Table 2: Ablation experiment for different fusion methods.

Image      Point-RGB PixelFusion LocalFusion GlobalFusion IPAFusion         GT

Figure 5: Comparison of different fusion methods on Hy-
bridCap Dataset. The last column is the ground truth.

vised pretrain stage. The visualization results are illustrated
in Figure 4. Since camera-based methods are not good at
global localization, we drag the 3D pose to the global posi-
tion offered by LiDAR for local posture comparison. Due to
the depth ambiguous, camera-based methods have poor per-
formance on anterior and posterior amplitude of the limbs.
While the LiDAR-based method is affected by the noise of
the point cloud and generate rough local postures in some
cases. Pseudo3DPE utilizes pseudo 3D labels projected by
2D points, which is not accurate enough and easy affected by
calibration errors. Our method have superior performance on
both local pose and depth estimation. In particular, we can
see that our performance by weakly-supervised training is
comparable to that by fully-supervised training, which fur-
ther demonstrates the effectiveness of FusionPose.

Ablation Study
In this section, we validate the effectiveness of our sensor-
fusion module and loss functions designed in our method.
Ablation Study for IPAFusion: We demonstrate the supe-
riority of our IPAFusion model by replacing it with other
fusion methods. We conduct the comparison on the basic
network of FusionPose without extra temporal and CD su-
pervision. Commonly used fusion strategies for images and
point clouds in the perception area are as follows:
Point-RGB appends the raw representation of LiDAR point
with corresponding RGB color according to calibration ma-
trix. PixelFusion adds a k-dimensional image feature vector
as a supplementary feature for each LiDAR point by projec-
tion. LocalFusion concatenates k-dimensional image fea-
ture vector to the corresponding high dimensional point fea-
ture for each point. Above three methods will get a feature-
enhanced point cloud and then pass a point cloud-based
backbone for further feature extraction. Their performances
are sensitive to the sensor calibration, which is not stable

PCK↑ MPJPE↓ CD↓
IPA 90.7 89.5 19.7
IPA+CB 93.6 82.3 18.8
IPA+CB+MB 95.4 77.0 17.6
IPA+CB+MB+CDA 95.9 75.3 17.4

Table 3: Ablation experiment for different components of
FusionPose on HybridCap. IPA is the original IPAFusion
baseline. CB and MB are consistency block and motion
block, respectively, and CDA means CD Agu optimization.

Figure 6: Ablation results on STCrowd. w/o CD agu means
eliminating the CD agu loss and w/o t denotes eliminating
temporal supervision (motion loss and consistency loss).

in outdoor scenes. GlobalFusion directly concatenates the
global image features with the global point cloud features. It
is a totally high-level fusion strategy. Such method lacks ac-
tual mapping from two modal data, which downshifts the
learning process and is not feasible for fine-grained pose
tasks. IPAFusion integrates local high-dimensional geomet-
ric features of point cloud with global appearance features of
images and automatically learn the projection by the cross-
attention mechanism, which is calibration-free and maintain
more detailed features. Table 2 and Figure 5 show that IPA-
Fusion is significantly better than other fusion methods.
Ablation Study for Loss functions: We verify the loss
functions of our method quantitatively and qualitatively, as
Table. 3 and Figure. 6 shows. With the optimization of
CD agu loss with geometry constraints and temporal infor-
mation guided model with dynamic constraints, the perfor-
mance of FusionPose gets improved.

Conclusion
We propose a new 3D-MPE method for large-scale scenes
based on single LiDAR and monocular camera. To fully use
the appearance features of images and geometry features of
LiDAR point clouds, we propose an effective sensor-fusion
method to extract rich and fine-grained local pose features.
In particular, our method does not require any 3D annota-
tion by using motion cues and geometry constraints. Exten-
sive experiments show our method achieves state-of-the-art
performance on new collected dataset and open datasets.
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