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Abstract
Cross-domain crowd counting has shown progressively im-
proved performance. However, most methods fail to explic-
itly consider the transferability of different features between
source and target domains. In this paper, we propose an
innovative explicit Invariant Feature induced Cross-domain
Knowledge Transformation framework to address the in-
consistent domain-invariant features of different domains.
The main idea is to explicitly extract domain-invariant fea-
tures from both source and target domains, which builds a
bridge to transfer more rich knowledge between two domains.
The framework consists of three parts, global feature decou-
pling (GFD), relation exploration and alignment (REA), and
graph-guided knowledge enhancement (GKE). In the GFD
module, domain-invariant features are efficiently decoupled
from domain-specific ones in two domains, which allows the
model to distinguish crowds features from backgrounds in the
complex scenes. In the REA module both inter-domain rela-
tion graph (Inter-RG) and intra-domain relation graph (Intra-
RG) are built. Specifically, Inter-RG aggregates multi-scale
domain-invariant features between two domains and further
aligns local-level invariant features. Intra-RG preserves task-
related specific information to assist the domain alignment.
Furthermore, GKE strategy models the confidence of pseudo-
labels to further enhance the adaptability of the target domain.
Various experiments show our method achieves state-of-the-
art performance on the standard benchmarks. Code is avail-
able at https://github.com/caiyiqing/IF-CKT.

Introduction
Crowd counting aims to estimate the number of pedestrians
in an image, which is one of the most important tasks in
computer vision. For example, during the current COVID-
19 pandemic, it can play a substantial role in monitor-
ing crowd gathering and reducing the spread of the virus.
Taking advantage of the deep learning techniques, previ-
ous crowd counting methods based on convolutional neural
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Figure 1: Comparison of previous cross-domain crowd
counting methods and our proposed method. Top: Previ-
ous approaches attempt to align directly with the overall
distribution while the domain invariant parts do not match.
Bottom: In our method, domain-invariant features are first
aligned, and then domain-invariant features serve as an inter-
mediate bridge to further align task-related domain-specific
features.

networks (CNNs) have achieved outstanding performance
(Zhang et al. 2019; Qiu et al. 2019; Song et al. 2021; Lin
et al. 2022). However, these fully-supervised models have
been criticized for the lack of generalization ability, which
suffer from severe performance degradation when being de-
ployed into the wild. This is due to the bias towards the
data distribution of the training domain. Moreover, collect-
ing sufficient annotations for each new domain are labor-
intensive, which restricts its real applications.

To improve the scalability of the model on the un-
labeled target domain, unsupervised domain adaptation
(UDA) methods have been proposed to transfer the domain-
invariant information from the labeled source domain to the
related but unlabeled target domain (Weiss, Khoshgoftaar,
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and Wang 2016). Recently, UDA is applied for cross-domain
crowd counting (CDCC), which are generally fallen into
three categories, that is, style-transfer based, distribution-
align based and pseudo-label based. The first category trans-
forms the source synthetic image into a photo-realistic inter-
mediate image which is then trained in a supervised man-
ner (Wang et al. 2019, 2021; Gao et al. 2021). The second
category aims to align the feature distributions between the
source and target domains via one or more discriminators
(Gao, Yuan, and Wang 2020; Han et al. 2020; Li, Yongbo,
and Xiangyang 2019; Wu, Wan, and Chan 2021; Zou et al.
2021; Wang et al. 2022). The third category generates useful
pseudo labels for fine-tuning purposes to retrain the counter,
which compromises on the accuracy and the incurred noisy
pseudo labels (Liu, Durasov, and Fua 2022; Cai et al. 2021).

Despite the dramatic performance improvement in reduc-
ing the domain discrepancy, these CDCC methods have not
explicitly considered the transferability of different features
between source and target domains. For example, different
domains have their own unique scene attributes, including
background, illuminations, and painting styles, which are
called ”domain-specific features”. Correspondingly, we find
that different domains share common crowd content, i.e.,
crowd structural features and distribution patterns, which are
called ”domain-invariant features”. As shown in Figure 1, it
is difficult for previous methods to achieve effective knowl-
edge transfer in practice because the domain-invariant fea-
tures of different domains may still be inconsistent even if
the global similarity condition is satisfied. So feature con-
fusion arises in both intra-domain and inter-domain, which
results in many incorrect density estimates and quite large
domain gap.

To address the aforementioned problem, we propose
an innovative explicit Invariant Feature induced Cross-
domain Knowledge Transformation (IF-CKT) framework.
Main idea is to explicitly extract domain-invariant features
as a bridge connecting the source and target domains. The
whole framework consists of three parts: Global Feature
Decoupling (GFD), Relation Exploration and Alignment
(REA), and Graph-guided Knowledge Enhancement (GKE).
Specifically, the domain-invariant and domain-specific fea-
tures are first decoupled through the GFD module, which
allows the model to distinguish crowds feature from back-
grounds feature in complex scenes at the semantic-level. In
the REA module, we first project these decoupled features
into nodes to construct inter-domain relation graphs (Inter-
RG) and intra-domain relation graphs (Intra-RG). Inter-RG
aggregates multi-scale domain-invariant features between
two domains as a bridge connecting source and target do-
mains. Meanwhile, Inter-RG further aligns local-level in-
variant features, which promotes global-level feature decou-
pling. Intra-RG fully mines the relationship between specific
features and invariant features, preserving task-related spe-
cific information as much as possible to assist the domain
alignment. To further enhance the adaptability of the target
domain, a GKE is established to model the confidence of
pseudo-labels. In detail, the high-confidence pseudo-labels
are fine-tuned to improve the adaptability of the target do-
main, while low-confidence pseudo-labels narrow the do-

main difference through adversarial learning. Main contri-
butions are summarized as follows:

• An innovative IF-CKT is proposed to extract robust
domain-invariant features as a bridge connecting source
and target domains. To the best of our knowledge, IF-
CKT is the first cross-domain crowd counting model
that utilizes graphs to explicitly reason the relationships
and interactions between domain-invariant and domain-
specific features.

• A graph-guided knowledge enhancement strategy is pro-
posed to effectively model the confidence of pseudo-
labels in target domain, which further alleviate the intra-
domain scale shift and distribution deviation.

• Extensive experiments indicate that IF-CKT achieves
state-of-the-art performance over the existing main-
stream methods on the standard benchmarks. Further, the
performance of our model can be compared with those of
fully supervised models trained on the target dataset.

Related Work
Since we solve the problem of cross-domain crowd count-
ing, we first review recent works; our major contribution
is to exploit graphs to explicitly reason about the rela-
tionships and interactions between domain-invariant and
domain-specific features. Therefore, we also discuss related
work in the above two areas.

Cross Domain Crowd Counting
Cross-domain crowd counting methods can be summarized
into three strategies: style-transfer methods, feature-level
adaptation methods and self-supervised methods. The style-
transfer methods (Wang et al. 2019, 2021; Gao et al. 2021,
2019) narrow the domain gap by translating the synthetic
images into photo-realistic images, but it is limited by the
performance of the translation method. The feature-level
adaptation methods (Gao, Yuan, and Wang 2020; Han et al.
2020; Li, Yongbo, and Xiangyang 2019; Wu, Wan, and Chan
2021; Zou et al. 2021; Wang et al. 2022) measure the domain
discrepancy by one or more discriminators to make data dis-
tributions across domains closer. The self-supervised meth-
ods (Liu, Durasov, and Fua 2022; Cai et al. 2021) gener-
ate useful pseudo-labels on the target real images for fine-
tuning purposes to retrain the counter. However, these meth-
ods optimize domain-invariant the domain-specific features
as a whole. This will lead to misplacement of background
features and crowd features in the scene. To this end, our
method explicitly extract domain-invariant features as the
bridge connecting the source domain and target domain to
gradually achieve fine-grained knowledge transfer.

Feature Decoupling Learning in CDCC
Feature Decoupling learning (Locatello et al. 2019; Peng
et al. 2019) aims to learn a decoupled representation that
keeps latent variables separate and interpretable for the vari-
ations in the data. Due to its superior interpretability, feature
decoupled learning has been well explored in tasks of few-
shot learning (Ridgeway and Mozer 2018; Scott, Ridgeway,
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Figure 2: Illustration of our method. (a) Overall pipeline. Inputting a mini-batch of images, GFD facilitates the domain feature
generators G1 and G2 to decouple the domain-specific and domain-invariant features of the two domains. In the REA module,
the decoupled features are first projected into nodes to construct inter-RG and intra-RG to mine the relationship between
domain-invariant features and domain-specific features. Through the Lbridge, task-related domain-specific features are further
aligned. Finally, we further enhance the adaptability of the target domain based on the GKE strategy. (b) Detailed structure
of the GFD module. (c) Relationship exploration of REA module. We capture different topological relationships through an
internal-external message passing (MP) scheme.

and Mozer 2018) , image translation (Lee et al. 2018), and
object detection (Wu et al. 2022a; Liu et al. 2022). Recently,
(Cheng et al. 2021; Han et al. 2022) explored the concept of
feature decoupling learning in crowd counting and achieved
decent performance. As for cross-domain crowd count-
ing, on the one hand, we should effectively align domain-
invariant features, on the other hand, we should be aware of
the significance of task-related domain-specific features in
CDCC. For example, the specific colorization information
can assist the model to distinguish crowd and background in
crowd counting (Bai, Wen, and Chan 2021). Therefore, the
task of applying decoupling learning to CDCC is nontrivial.
In this paper, we propose a novel decoupling and alignment
framework that aligns invariant features while further pre-
serving task-related domain-specific information.

Graph-Based Neural Networks in CDCC
The core parts of graph neural network constitutes nodes,
edges, and the parametric information transmission func-
tions. Graph Neural Network has been leveraged to update
and reinforce the node representation by propagating infor-
mation between neighbors. Because of the effectiveness and
interpretability of GCN, it has been used for modeling the
structural relationships of various input data, such as ob-
ject detection (Zhai et al. 2021; Chen et al. 2021), action
recognition (Yan, Xiong, and Lin 2018), video captioning
(Yan et al. 2022), human Re-ID (Yan et al. 2019), scene

understanding (Xu et al. 2017), image segmentation (Xie
et al. 2021), etc. Some methods have attempted to lever-
age GNN to realize supervised crowd counting. Luo et al.
(Luo et al. 2020) implemented GNN by interweaving multi-
scale features of crowd density with its auxiliary task. Meng
et al. (Meng et al. 2022) uses GCN to reason about the
relationships between spatially-aware density features with
similar density levels. Wu et al. (Wu et al. 2022b) pro-
posed a spatial-temporal graph network to learn pixel-level
and patch-level relationship between different domains. Al-
though these methods have achieved promising results, their
graph networks are restricted to supervised crowd count-
ing. In contrast to (Luo et al. 2020; Meng et al. 2022; Wu
et al. 2022b), our IF-CKT is considerably different, with
its own advantages: 1) IF-CKT applies GCN to unsuper-
vised domain-adaptive crowd counting for the first time. 2)
Our approach fully explores the topological relationships be-
tween the inter-domain and intra-domain.

Proposed Method

The framework of IF-CKT is illustrated schematically in
Figure 2, which mainly consists of three components: Global
Feature Decoupling, Relation Exploration and Alignment
and Graph-guided Knowledge Enhancement. In this section,
we introduce the proposed framework and key techniques in
detail.
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Problem Formulation
Denote a labeled source domain with Ns images as Xs =

{(xs
i , y

s
i )}

Ns

i=1, where ysi represents the corresponding real-
valued density map in each image xs

i . Then, an unlabeled
target domain with Nt images is defined as Xt = {(xt

i)}
Nt

i=1
with a different data distribution from the Xs. Our IF-CKT
aims at transferring the knowledge from the labeled Xs to
the unlabeled Xt and achieving competitive counting per-
formance on the target domain.

Global Feature Decoupling
To facilitate the model to separate domain-invariant features
(crowd structural features and distribution patterns) and
domain-specific features (background features and scene
style) in complex scenes, we propose to decouple global fea-
tures through a GFD module. Detailed illustrations of the
GFD module are shown in Figure 2 (b). Concretely, given
an input image xs and xt, we first obtain a global domain
feature map that is the output of a basic feature encoder E.
Then, two different extractors G1, G2 are devised to decou-
ple the domain-invariant and domain-specific features from
the domain features. The processes are shown as follows:

F s
inv = G2(E(xs)), F s

spe = G1(E(xs)),

F t
inv = G2(E(xt)), F t

spe = G1(E(xt)),
(1)

here, F s
inv, F

t
inv separately indicate the domain-invariant

features across the source and target domains, and
F s
spe, F

t
spe represent the domain-specific features with re-

spect to the source and target domains. To further enhance
the orthogonality within each domain, we propose a joint
optimization strategy, which aligns the distributions of the
domain-invariant features between the source and target do-
mains, and enlarges the discrepancy between the domain-
invariant and domain-specific features within each domain.
Specifically, we first define two domain discriminators D1

and D2, which take Fspe and Finv as the input, respectively.
Then the discriminator outputs a domain label that indicates
the source domain (0) or target domain (1). During train-
ing, the domain-specific classification loss Ld1

spe and domain-
invariant adversarial loss Ld2

adv are define as:

Ld1
spe = min

θD,θG1

Lce(D1(F
s
spe), 0) + Lce(D1(F

t
spe), 1), (2)

Ld2

adv = E
[
log (D2 (F

s
inv)) + log

(
1−D2

(
F t
inv

))]
, (3)

where Lce measures the cross entropy between the feature
maps and labels, while θG1

, θG2
indicates the parameters

for the feature extractor G1, G2. Inspired by (Belghazi et al.
2018), we devise a mutual information neural estimator to
compute Lmi. By minimizing the Lmi, the orthogonality be-
tween F s

spe and F s
inv will be enhanced, which could promote

F s
inv and F t

inv to contain more domain-invariant informa-
tion. The loss function for the GFD module is defined as:

LGFD = Ld1
spe + Ld2

adv + Lmi. (4)

Relation Exploration and Alignment
In this subsection, we construct two Intra-RGs and one Inter-
RG based on decoupled domain features. Inter-RG further
aligns local-level invariant features, which can assist global-
level feature decoupling. Meanwhile, Intra-RG fully mines
the relationship between specific features and invariant fea-
tures, preserving task-related specific information as much
as possible. The details are described as follows:

Step 1: Graph Construction. Given the decoupled vi-
sual features F s

inv, F
s
spe, F

t
inv and F t

spe extracted from GFD
module, we perform the Pyramid Pooling Module (PPM)
to extract multi-scale visual features and then utilize an in-
terpolation layer to ensure the multi-scale feature maps to
have the same size H × W . Then, we aim to project the
multi-scale visual features to node domain, i.e., construct-
ing intra-source relation graph GIS =

{
V1
s ,V2

s , E
}

, intra-
target relation graph GIT =

{
V1
t ,V2

t , E
}

, and inter-domain
relation graph GID =

{
V1
s ,V2

t , E
}

. Vi
s and Vi

t denotes the
domain-specific and domain-invariant node feature of the
source and target domain, respectively, where i ∈ {1, 2}.
Accordingly, there are two types of edges E = Ei,j ∪ Ēm,n,
Ei,j =

{
emi,j =

(
vmi , vmj

)}N
i,j=1

connects ith scale nodes to
the jth scale nodes within the same domain m ∈ {1, 2}.
Ēm,n = {ēm,n

i = (vmi , vni )}
N
i=1 links same scale nodes be-

tween two domains, where m,n ∈ {1, 2} and m ̸= n.
These three graphs are treated identically for the feature

update rules. Therefore, for a better readability, we will take
the inter-domain relation graph GID as an example.

Step 2: Initial Node and Edge States. In GID, each node
is projected to the initial node embedding, namely v1i and v2i ,
where v1i ∈ V1

s and v2i ∈ V2
t . First, each node representation

is fed into a fully connected network to compute outgoing
messages, that is:

h
1(0)
i = ϕ1

send(v
1
i ), h

2(0)
i = ϕ2

send(v
2
i ), (5)

where ϕi
send is a trainable send head that has shared weights

across nodes of each type. After that, the following function
is used to define the edge embedding between nodes:

e
m(k)
i,j = Sig(F 1

edge(h
m(k)
i − h

m(k)
j )),

ē
m,n(k)
i = Sig(F 1

edge(F
2
edge(h

m(k)
i ∥hn(k)

i )− h
n(k)
i )),

(6)

where F 1
edge and F 2

edge represent the convolution operation
that is used to learn the edge embedding. “∥” denotes a con-
catenation and Sig(·) is the sigmoid function which maps
the edge embedding into the weight value.

Step 3: Node and Edge Updating by Internal-External
Message Passing. Given the initialized GID, two different
message aggregation schemes are used to compute the ag-
gregated incoming messages m̂

m(k)
i and m̄

m(k)
i . For the

edge emi,j passed between same domain, we have the follow-
ing internal message passing:

m̂
m(k)
i = ϕ1

rec

 ∑
(i,j)∈emi,j

W 1
e e

m(k−1)
i,j h

m(k−1)
j

 , (7)
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where ϕ1
rec is a trainable receive head, and W 1

e denotes lin-
ear transformation matrices.

To reduce the significant discrepancy between different
domains in feature space, m̄m(k)

i is computed by the follow-
ing external message passing:

m̄
m(k)
i = ϕ2

rec

(
N∑
i=1

ē
m,n(k−1)
i ×Λ

)
,where

Λ =
(
W 2

e (h
m(k−1)
i ∥hn(k−1)

i )
)
,

(8)

where ϕ2
rec is a trainable receive head for cross-domain

edges, and W 2
e denotes linear transformation matrices.

After the overall incoming message m
m(k)
i = m̂

m(k)
i +

m̄
m(k)
i is got, Gated Recurrent Unit (GRU) (Li et al. 2016)

is applied as the update function to obtain the final hidden
features hm(k)

i :

h
m(k)
i = GRU(h

m(k−1)
i ,m

m(k)
i ). (9)

After all nodes are updated, the edge weight e(k+1)
i,j for the

(k+1)th layer is obtained by calculating pairwise contextual
coefficient between nodes i and j:

e
(k+1)
i,j =

exp
(
(h

(k+1)
j )Th

(k+1)
i

)
∑

(i,q)∈E exp
(
(h

(k+1)
q )Th

(k+1)
i

) . (10)

Step 4: Feature Readout. After K message passing it-
erations, the updated multi-scale features of two node sets

H1 =
{
h1
i

}|V 1|
i=1

and H2 =
{
h2
i

}|V 2|
i=1

are merged to form
final feature predictions fm of GIT :

fm = M3(cat([M1(cat (H1)),M2(cat (H2))])), (11)

where Mi are the mapping function and i ∈ {1, 2, 3}. cat
is the merge function by concatenation. Therefore, we get
the output feature map of three graphs GIS , GIT and GID,
including fs, fm and f t, respectively.

Finally, fs, fm and f t are fed to a decoder D to get the
final density map p:

pk = D(fk), k ∈ {s,m, t}. (12)

Step 5: Invariant Feature Induced Domain Alignment.
Through relational exploration in the above steps, Intra-RG
and inter-RG fully mine the relationship between specific
features and invariant features. To further align task-related
domain-specific information, we implement a Invariant in-
duced bridging loss at both feature-level and density-level.
For the feature level, we use the L2-norm loss to measure
the features’ distance:

Lf =
∑

k∈{s,t}

∥∥fk − fm
∥∥2 . (13)

For the density level, we use the cross-entropy to measure
the distribution gap:

Lp =
∑

k∈{s,t}

E
[
log
(
Dinv

(
pk
)
+ log (1−Dinv (p

m))
]
,

(14)

where Dinv denotes the discriminator. The final bridge losses
can be formulated as:

Lbridge = γ1Lp + γ2Lf , (15)
where γ1 and γ2 are the weights to balance the two losses.

Graph-Guided Knowledge Enhancement
The target domain data collected from the real world usually
has extreme data distribution. These distributions are caused
by various factors such as moving objects, weather condi-
tions and camera parameters. These extreme distributions
lead to a large gap between domain invariant features and
domain specific features in the target domain. Therefore, we
design GKE to generate high confidence pseudo labels for
the target domain, so as to further improve the adaptability
of domain-invariant features in the target domain.

We take advantage of the edge embedding to determine
the confidence of the target density map. A novel ranking
method is designed by using the following function:

R(xt) =
1

N ×N +N
(

N∑
i=1

N∑
j=1

emi,j +

N∑
i=1

ēm,n
i ), (16)

which is the mean value of edge embedding value. Given
a ranking of scores from R(xt), hyperparameter λ is intro-
duced as a ratio to separate the target images into a low-
confidence and a high-confidence split. Let xte and xth de-
note a target image assigned to the high-confidence and low-
confidence split, respectively. In order to conduct domain
separation, we define R(xte) < λ and R(xth) >= λ. For
high-confidence, we use their complete pseudo labels:

Lp
den =

∥∥pth − p̂th
∥∥ , (17)

where p̂th is the pseudo label of the target domain generated
in the previous stage, and pth is the density map of the high-
confidence samples from target domain.

For the low-confidence, adversarial learning is used to en-
force the feature alignment:
Lp
adv = E

[
log
(
Dspe

(
ptl
)
+ log

(
1−Dspe

(
p̂tl
))]

, (18)

where Dspe denotes the discriminator. ptl is the density map
of the low-confidence samples from target domain and p̂tl is
the corresponding pseudo label.

Final Objective Function Optimization
We integrate the losses as mentioned above. The total loss
of the stage-I (IF-CKT) could be formulated as:

Lstage-1 = LGFD + Ls
den + Lbridge , (19)

where Ls
den = ∥fs − ys∥2. The total loss of the stage-II

(GKE) could be formulated as:
Lstage-2 = Lp

den + γ3Lp
adv. (20)

Finally, our complete loss function is formed by all the
loss functions:

L = Lstage-1 + Lstage-2 . (21)
Our model has two optimization stages. In the stage-I,

we train optimized GFD and REA modules. In stage-II, we
leverage the GKE strategy to further enhance the adaptabil-
ity of the target domain. γ1, γ2 and γ3 were set to 1, 0.3 and
1, respectively, by cross-validation.
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Method TS SHT B WorldExpo’10 (MAE) UCF-QNRF MALL
MAE MSE S1 S2 S3 S4 S5 Avg. MAE MSE MAE MSE

MCNN (Zhang et al. 2016b) yes 26.4 41.3 3.4 20.6 12.9 13.0 8.1 11.6 277 426 2.24 8.5
IG-CNN (Sam et al. 2018) yes 13.6 21.1 2.6 16.1 10.15 20.2 7.6 11.3 - - - -
CycleGAN (Zhu et al. 2017) no 25.4 39.7 4.4 69.6 49.9 29.2 9.0 32.4 257.3 400.6 - -
SE CycleGAN (Wang et al. 2019) no 19.9 28.3 4.3 59.1 43.7 17.0 7.6 26.3 230.4 384.5 - -
FA (Gao, Yuan, and Wang 2020) no 16.0 24.7 5.7 59.9 19.7 14.5 8.1 21.6 - - - -
IDK (Cai et al. 2021) no 14.3 22.8 - - - - - - 224.3 375.8 - -
FSC (Han et al. 2020) no 16.9 24.7 4.2 54.7 40.5 10.5 36.4 29.3 221.2 390.2 2.47 3.25
IFS (Gao et al. 2019) no 13.1 19.4 4.5 33.6 14.1 30.4 4.4 17.4 211.7 357.9 2.31 2.96
DACC (Gao et al. 2021) no 13.1 19.4 4.5 33.6 14.1 30.4 4.4 17.4 203.5 343.0 2.31 2.96
BLA (Gong et al. 2022) no 11.9 18.9 - - - - - 17.9 198.9 316.1 - -
CDCC (Liu, Durasov, and Fua 2022) no 11.4 17.3 4.0 31.9 23.5 19.4 4.2 16.6 198.3 332.9 - -
NoAdpt no 22.4 30.2 5.4 82.2 62.1 22.2 14.3 30.5 275.4 450.3 4.27 5.35
IF-CKT no 12.3 18.4 4.4 38.3 17.4 21.1 13.5 18.9 194.5 330.3 2.45 3.20
IF-CKT+ no 10.9 16.8 4.1 32.5 13.1 20.0 12.4 16.4 190.6 324.9 2.14 2.71

Table 1: The performance of other domain adaptation methods and our method on the four real-world datasets. (TS:Target
Supervision)

Experiments
To demonstrate the superiority of our method, we conduct
extensive experiments on four datasets, including Shang-
haiTech B dataset (Zhang et al. 2016b), WorldExpo’10
dataset (Zhang et al. 2016a), UCF-QNRF dataset (Idrees
et al. 2018) and MALL dataset (Chen et al. 2012), Following
(Zhang et al. 2016b), we adopt Mean Absolute Error (MAE)
and Mean Squared Error (MSE) as the evaluation metrics.

Implementation Details
For fair comparisons with previous methods, we chose the
first 13 layers from the VGG-16 (Simonyan and Zisser-
man 2015) network as the basic feature encoder E. For
the domain discriminators, we respectively design a net-
work which includes five convolutional layers with stride
of 1 and kernel size 3, the channels of each layer are 512,
256, 128, 64, 1 respectively. For the MI estimators, we sep-
arately utilize a network consisting of three fully-connected
layers. The G is trained using the Stochastic Gradient De-
scent (SGD) optimizer with a learning rate as 10−6 . We
use Adam optimizer (Kingma and Ba 2015) with learning
rate of 10−4 for the discriminators. For data generation and
augmentation, we follow the commonly used methods intro-
duced in MCNN (Zhang et al. 2016b).

Comparisons with State-of-the-Art Method
We compare our method with the previously published
cross-domain crowd counting methods under the adaptation
scenarios from synthetic GCC dataset to four different real-
world datasets. For each pair of datasets, we report the er-
rors between the generated density maps and the ground
truth maps on the target set. Several variants of the proposed
model are defined: 1) NoAdapt: the model is only trained
on the source samples. 2) IF-CKT: Only perform the dis-
tribution alignment in the first stage. 3) IF-CKT+: the full
model with the GKE strategy. As shown in Table 1, although
the complexity of the scenarios for these real-world datasets,
we performed best on all the target domains. Our IF-CKT+

NA IF-CKT GKE MAE MSEGFD RE Lbri w/a w/r
✓ 275.4 450.3

✓ 225.3 381.5
✓ ✓ 209.7 354.4
✓ ✓ ✓ 200.4 340.8
✓ ✓ ✓ ✓ 194.5 330.3
✓ ✓ ✓ ✓ ✓ 190.6 324.9

Table 2: Effects of different model components in GCC to
UCF-QNRF setting. {GFD, RE, Lbri} correspond to {GFD
module, relation exploration, bridge loss} respectively. w/a
means use all pseudo labels to retrain, and w/r means use our
ranking method where r=0.74. NA means no adapt methods.

reduced counting errors by 0.5, 0.2, and 7.7 in MAE, com-
pared to the previous best DA results (CDCC) on three real-
world datasets (SHT B, WorldExpo’10 and UCF- QNRF).
Quantitative evaluation of the learned decoupling fea-
tures are given in the supplementary material.

Qualitative results of the estimated density maps can be
seen in Figure 3. Due to the significant differences among
different domains, NoAdapt can only reflect the crowd dis-
tribution trend while failing to align domain-specific fea-
tures and domain-invariant features. Differently, IF-CKT
can consistently estimate more accurate crowd density due
to the proposed IF-CKT framework. It is obvious that IF-
CKT+ vastly promote the quality of the predicted den-
sity maps. Due to limited space, qualitative analysis on
the disentanglement effectiveness of our full method are
given in the supplementary material.

Ablation Study
Analysis of Different Components We analyzed the ef-
fect of each component in the proposed method. As listed
in Table 2, each module was eliminated to verify the uti-
lization effectiveness of the all-combined modules. It is
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Figure 3: Visualization performance of experiment. Row 1 and 2 come from Shanghai Tech, and row 3 was from MALL.

λ 0 0.5 0.6 0.7 0.74 0.8
MAE 198.7 194.9 193.4 191.8 190.6 192.4
MSE 339.2 331.2 329.8 326.5 324.9 327.6

Table 3: Analysis of Hyperparameter λ in UCF-QNRF
dataset.

shown that the final performance was gradually improved
with the addition of each component. Specifically, as for the
”IF-CKT” model, the estimation errors reduced remarkably,
whether MAE (from 275.4 to 200.4) or MSE (from 450.3
to 340.8). ”GKE” strangey improved the performance from
200.4/340.8 to 190.6/324.9.

Analysis of Hyperparameter λ We experimented on de-
termining a proper value for the hyperparameter λ. In Ta-
ble 3, different values of λ are used for target domain sepa-
ration. When λ = 0.74, the model achieves the best perfor-
mance (190.6 on MAE and 324.9 on MSE) under GCC to
QNRF setting.

Analysis of Domain Hyperparameter N and K As
listed in Table 4, the performance of the model improves
significantly (MAE: 12.3 to 10.9 and MSE: 18.5 to 16.8)
when the model applies more nodes (2 to 3). In addition, the
model shows limited improvement when considering more
nodes (3 to 5). Furthermore, Table 4 illustrates the perfor-
mance of our model trained with different iterations K. The
performance of our final model peaks at training with three
iterations, and the performance gradually degrades later.
This is because as the iterations K increase, noisy messages
start to permeate through the graph and hamper the final pre-
diction. Therefore, we choose N = 3 and K = 3.

Domain Graph Setting MAE MSE
(N=2,K=3) 12.3 18.5
(N=3,K=3) 10.9 16.8
(N=5,K=3) 10.9 16.7
(N=3,K=1) 13.1 19.6
(N=3,K=3) 10.9 16.8
(N=3,K=5) 10.9 16.9

IF-CKT 10.9 16.8

‘

Table 4: Analysis of the domain graph hyperparameter N
and K. Results are obtained under GCC to SHT B setting.

Conclusion

In this study, a novel IF-CKT framework is proposed for the
CDCC problem by exploring cross-domain topological re-
lationships. Domain-invariant features of different domains
are explicitly modeled and worked as the efficient bridge
connecting the two domains. Inter-RG and Intra-RG are de-
signed to extract domain-invariant features while further uti-
lizing task-related domain-specific information to assist do-
main alignment. Extensive migration experiments indicate
that IF-CKT achieved state-of-the-art performance over the
existing mainstream methods on standard benchmarks. To
further verify the effectiveness of our method, we also eval-
uate the cross-dataset experimental results and discuss the
complexity of the model.

In future work, we will further consider crowd features at
different density levels to achieve more fine-grained feature
decoupling and relational reasoning in CDCC.
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