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Abstract

Patient-independent detection of epileptic activities based on
visual spectral representation of continuous EEG (cEEG) has
been widely used for diagnosing epilepsy. However, pre-
cise detection remains a considerable challenge due to subtle
variabilities across subjects, channels and time points. Thus,
capturing fine-grained, discriminative features of EEG pat-
terns, which is associated with high-frequency textural in-
formation, is yet to be resolved. In this work, we propose
Scattering Transformer (ScatterFormer), an invariant scat-
tering transform-based hierarchical Transformer that specifi-
cally pays attention to subtle features. In particular, the disen-
tangled frequency-aware attention (FAA) enables the Trans-
former to capture clinically informative high-frequency com-
ponents, offering a novel clinical explainability based on
visual encoding of multichannel EEG signals. Evaluations
on two distinct tasks of epileptiform detection demonstrate
the effectiveness our method. Our proposed model achieves
median AUCROC and accuracy of 98.14%, 96.39% in pa-
tients with Rolandic epilepsy. On a neonatal seizure detection
benchmark, it outperforms the state-of-the-art by 9% in terms
of average AUCROC.

Introduction
Continuous electroencephalography (cEEG) plays an im-
portant role in monitoring and diagnosis of epilepsy. Au-
tomatic detection of epileptiform discharges and distin-
guishing these activities from nonepileptiform abnormalities
(Yum and Shvarts 2019; Shi et al. 2020) and normal/benign
EEG activities (Li et al. 2020) are of great importance in
the biomedical field, because that experts with various lev-
els of diagnostic experience usually report discrepant opin-
ions on the EEG records (Xiang et al. 2015). In particular,
patient-independent epileptiform detection aims at identify-
ing seizures within an EEG recording without separate fine-
tuning efforts on new data to establish a subject-specific de-
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tector. However, pitfalls for correct identification of epilep-
tiform discharges include misreading, misinterpretation and
overinterpretation of individual EEG signature due to inher-
ent subjectivity, can lead to misdiagnosis of people who do
not have epilepsy (Tatum 2012; Shorvon and Schmidt 2016;
Tatum and Shellhaas 2020). Therefore, cost-effective, cross-
subject algorithms are urgently in need.

So far, a plethora of deep learning-based algorithms based
on visual spectral displays of EEG have been developed
(Tatum et al. 2018; Rasheed et al. 2020; Saminu et al. 2021).
Still, major concerns on the failure in clinical practice re-
main present due to limited generalizability of deep learning
models on out-of-distribution data when conducting patient-
independent predictions (Achilles et al. 2018; Li et al. 2020),
which requires precise identification of fine-grained features
(Jeong et al. 2021) that is clinically interpretable for elec-
troencephalographers with reasonable sensitivity and speci-
ficity. However, traditional learning schemes heavily de-
pend on labor-intensive feature selection with regard to time-
frequency subbands and electrodes, as well as often incon-
sistent preprocessing of raw data, which collectively limit
the potential to discover a latent, informative representation
of signals. Moreover, manual removal of intra- and inter-
subject noises and artefacts could potentially eliminate fea-
tures crucial for a fine-grained analysis of seizure occur-
rence.

Seizure dynamics is characterized by high-frequency out-
bursts of epileptiform abnormalities. Recent advances in
attention-based deep neural networks, especially Transform-
ers, have prompted augmented representational learning for
EEG classification tasks (Bagchi and Bathula 2022; Siddhad
et al. 2022; Tao et al. 2021; Sun, Xie, and Zhou 2021). How-
ever, the problem of loss of relevant clinical biomarkers of
irregularly altered EEG signals has not been explicitly ad-
dressed. Invariant scattering transform is a non-linear trans-
form based on a cascade of wavelet transforms and modu-
lus non-linearity. Invariant scattering convolution has energy
preservation nature and eliminates translation and rotation
variability algorithmically due to its Lipschitz-continuity
(Mallat 2012). Therefore, scattering coefficients are sensi-
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tive representation of complex, edge-like patterns (Cotter
and Kingsbury 2019; Bruna and Mallat 2013; Mallat 2012).
These subtle patterns have been proven to be beneficial for
texture classification (Singh and Kingsbury 2017). More im-
portantly, invariant scattering transform can retrieve high
frequency components lost due to low-pass filtering by cas-
caded wavelet decomposition. Despite potential benefits, its
application has not been investigated in Transformer learn-
ing of epileptiform recognition.

In this work, we aim at capturing subtle discriminative
features of EEG data by strategically leveraging invariant
scattering transform in Transformer architecture design. We
apply a frequency-aware attention (FAA) to capture richer
contextual dependencies, which incorporates scattering lay-
ers to prevent oversmoothing. The design allows the model
to precisely capture fine-grained features using invariant
scattering transform in combination with dynamic weight-
ing of feature maps. An end-to-end multispectral diagnos-
tic pipeline is established and rigorously tested in classify-
ing spectra calculated directly from raw EEG records on one
private and one public dataset. Furthermore, we present our
correlation analysis of scattering transform, and show our
theoretical result that scattering transform can improve the
model generalizability. Our main contributions are summa-
rized as follows:
• We propose an end-to-end diagnostic pipeline target-

ing patient-independent epileptic seizure detection. The
proposed approach is efficient in capturing fine-grained
information in seizure-specific multispectral representa-
tions while maintaining time- and frequency-shift in-
variance, presenting a novel multispectral interpretability
without compromising performance.

• We first introduce scattering transform to Trans-
former, which is accomplished through token embedding
and frequency-disentangled attention based on locally-
invariant scattering layers, leading to synergy between
high- and low-frequency attention in order to obtain lo-
cal discriminative patterns that is critical for epiletiform
recognition without increasing computational load.

• We theoretically present our correlation analysis of
wavelet transform, and show that the generalizability in
patient-independent setting can be improved via reducing
upper bound of Gaussian complexity.

• Extensive experimental comparisons based on cross-
validation are evaluated over different epilepsy diagnosis
datasets in a cross-subject manner. The results demon-
strate that our model outperforms state-of-the-art meth-
ods.

Related Work
In this section, we briefly review related work on spectral de-
tection of epileptic EEG activities, frequency-aware Trans-
formers and invariant scattering transform, highlighting the
recent advances and gaps.

EEG Learning Representation
(Asif et al. 2020) proposed SeizureNet, a diagnostic frame-
work based on multispectral fusion-based encoding of EEG

data using short-time Fourier transform (STFT) of multi-
channel records and saliency mapping of STFT spectro-
grams, which is showed to be beneficial for capturing fine-
grained information. The model generalizes well on un-
seen patient EEG epochs. In order to optimize DNN-based
diagnostic method in terms of capturing fine-grained fea-
tures as well as their long-range dependencies, (Jeong et al.
2021) proposed an attention-based model that separately
captures global attention and fine-grained information for
seizure detection. In particular, inductive bias is introduced
through stacking of convolutional blocks, which are sen-
sitive to high-frequency components, before self-attention
calculation. (Bagchi and Bathula 2022) introduced convolu-
tional feature expansion to Transformer to model the inter-
channel similarities. Different from previous research, we
propose a mechanistically feasible design to help mitigate
low-frequency bias that could cause performance degrada-
tion, and to obtain interpretability that highlights clinically
informative attributes.

High-Frequency Components and Attention
Mechanism
Transformers are capable of capturing low-frequency com-
ponents, which are associated with global semantic infor-
mation. Undesirable low-pass filtering occurs with depth in-
creasing, which could potentially lead to over-smoothing of
local textures, thus weakening the modeling capability. Re-
cent works have introduced convolution operators to ViTs
to strengthen capability of modeling local dependencies.
Moreover, disentanglement of attention for parallel mod-
elling of high- and low- frequencies not only alleviates over-
smoothing, but also aggregates richer components that em-
pirically bring performance gain. (Pan, Cai, and Zhuang
2022) proposed HiLo, which separately deals with low and
high frequencies in a multi-head self-attention (MHSA)
module to achieve disentanglement of feature maps in spec-
tral domain at the same encoder layer without compromis-
ing computational efficiency. (Si et al. 2022) proposed In-
ception Transformer, where high-frequency components are
modelled by convolution and max-pooling operations to ag-
gregate features across frequency range. In this work, Scat-
terFormer aims at more balanced modeling of high- and low-
information in a more precise, interpretable manner by in-
troducing frequency-aware operations that decompose and
mix tokens in a way that preserves locally invariant high-
frequency features.

Preliminaries
Problem Formulation
The EEG activities are recorded as multivariate time series
X = {Xi}Ti=1 ∈ RT×C , where Xi = {xi,c}c∈C ∈ RC are
recorded signals of multiple channels at the time point i, and
X represents an epoch of brain waveforms segmented man-
ually or automatically with appropriate choice of duration
T . Domain knowledge is employed to predetermine number
of electrodes and EEG montage in order to obtain C chan-
nels of signals. Preprocessed EEG epochs are encoded with
the proposed saliency-aware multispectral representation. In
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real-word scenarios, two clinically relevant problems are de-
fined for cross-subject detection of epileptiform discharges
based on model Pθ parameterized with θ.
• Given N clinically diagnosed subjects with and with-

out epileptic seizures, ni EEG epochs and correspond-
ing annotations are available for each individual, which
constitutes the training dataset {{Xk, yk}ni

k=1}
N

i=1, where
Xk ∈ RT×C , yk ∈ {0, 1} is the annotated label. For re-
cently hospitalized M patients who are yet to be diag-
nosed, mj EEG epochs are extracted for the jth individ-
ual, 1 ≤ j ≤M , the estimate of the label is the probabil-
ity of seizure occurrence:{
ŷseizurek

}mj

l=1
= Pθ(y| {Xl}

mj

l=1 , {{Xk, yk}ni

k=1}
N

i=1)
(1)

• Given N clinically diagnosed subjects with epileptic
seizures, ni EEG epochs and corresponding annotations
are available for each individual, which constitutes the
training dataset {{Xk, yk}ni

k=1}
N

i=1. We aim to predict in-
terictal and ictal activities during continuous EEG moni-
toring of out-of-domain subjects, who are recently diag-
nosed with epileptic seizures. For an EEG epoch X ∈
RT×C , yk ∈ {0, 1} recorded at a specific moment, the
estimate of the label is the probability of whether it is
interictal or ictal:{

ŷictalk

}mj

l=1
= Pθ(y| {Xl}

mj

l=1 , {{Xk, yk}ni

k=1}
N

i=1)
(2)

Vision Transformer
Vision Transformer (ViT) and its variants are highly capa-
ble of capturing global contextual information and long-
range dependence in attention-based modeling of a plethora
of modalities, including EEG spectra (Bagchi and Bathula
2022; Tao et al. 2021), but are not capable enough to learn
high-frequency components that are crucial for fine-grained
information extraction and classification (Wang et al. 2022;
Bai et al. 2022). Recent years have witness significant ad-
vance in examination of ViT from spectral domain, which
contributes to resolving important gaps such as attention
collapse (Wang et al. 2022). Moreover, convolutional neu-
ral networks (CNNs) have been re-introduced into Trans-
former architecture to enhance sensitivity of multi-head self-
attention (MHSA) to local features while maintaining rea-
sonable computational load (Wu et al. 2021). In this work,
we compute MHSA by cross-covariance attention proposed
in (Ali et al. 2021) as follows:

Attn = V Softmax

(
Q̂⊤K̂

τ

)
(3)

where Attn denotes attention maps, Q̂, K̂ are l2-
normalized query and key embeddings, V is value embed-
ding, τ is a learnable parameter for stabilizing training.

Methodology
Saliency-Aware Multispectral Representation
We propose a novel method to generate a saliency-aware,
multi-spectral, multi-channel representation of the EEG

records shown in bipolar montage, where the localization of
the celebral potential is based on the direction of the wave-
form between two channels, and a phase reversal is bene-
ficial for easier identification of epileptiform abnormalities
(Sazgar and Young 2019). Specifically, continuous wavelet
transformation (CWT) to circumvent the problem of non-
stationarity.

Wψ[x(a, b)] =

∫ +∞

−∞
x(t)ψ̄(

t− b

a
)dt (4)

where ψ(·) denotes a family of base functions that dilate and
contrast with frequency to analyze intricate time-frequency
details. Power spectrum Si = log(|Wψi [x(a, b)]|2) in terms
of mother wavelet ψi(·). The multispectral representation is
formulated as S = norm(

∑
i Si), where norm(·) denotes

l2 normalization. The spectrogram is stacked with static
spectral saliency map SA1 and fine-grained saliency map
SA2 to incorporate more abundant information that are inte-
gral to diagnosis. Differences of Gaussian (DoG), Paul and
Morlet are used to compute S.

Invariant Scattering Transformer
We propose frequency-aware attention that employs dual
branches of attention calculation and local sensitivity of in-
variant scattering transform to disentangle high- and low-
frequencies.

Invariant Scattering Token Embedding In order to ac-
complish efficient identification and encoding of informa-
tion that is typically lost in the down-sampling of high-
resolution fine-grained multispectral visual representation,
invariant scattering operator, which is Lipschitz-continuous
to diffeomorphisms that causes significant perturbations to
high-frequency components, is proposed to preserve in-
formation without over-smoothing. An invariant scattering
transform provides locally translation-invariant multiscale
coefficients, which characterize the scaling properties of sig-
nals. They are computed by iteratively calculating the mod-
ulus of complex wavelet coefficients, which are yielded by
convolving input signal with mother wavelet ψ(·) and scal-
ing function ϕ(·). A dyadic band-pass filter bank is deter-
mined for j ∈ Z and rotation r ∈ G, G is a finite rotation
group in R2.

ψ2jr(x) = 22jψ(2jr−1x) (5)

The 2-D wavelet transform is done by convolving the in-
put with a mother wavelet dilated by 2j and rotated by θ:

ψj,θ(x) = 2−jψ
(
2−jR−θx

)
(6)

where R is the rotation matrix, 1 ≤ j ≤ J are indexes of
the scale. We define Λ1

J := {(j, r) : 1 ≤ j ≤ J and r ∈
G}. For p := (λ1, λ2, · · · , λm) ∈ ΛmJ := Λ1

J × Λ1
J × · · · ×

Λ1
J (m times), a scattering propagator U [p] : L2(R2) →

L2(R2) is defined as

U [p]f(x) := U [λm] · · ·U [λ2]U [λ1]f(x) ∀f ∈ L2(R2),
(7)
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whereU [λk]f(x) := |(ψλk
∗f)(x)| for k = 1, 2, · · · ,m and

U [∅]f(x) := f(x). We compute m times of convolutions
and modulus operators along the path of p of length m, the
input f is propagated to the m-th layer:

SJ [p]f(x) := (ϕ2J ∗ U [p]f)(x). (8)

The resulting mth-order scattering coefficients has energy
preservation property. Specifically, We define scattering de-
composition of input f(x) as

SJ [Λ
1
J ]f(x) := {SJ [p]f(x)}p∈Λ1

J
(9)

Its norm is
∑
p∈Λ1

J
∥SJ [p]f(x)∥2. Note that SJ [Λ1

J ] is con-
tractive:

∥SJf(x)− SJf(y)∥ ≤ ∥f(x)− f(y)∥ . (10)

It is further proved that (Mallat 2012)

lim
mmax→∞

∞∑
m=mmax

∥SJ [ΛmJ ]x∥2 = 0 . (11)

The above result implies that invariant scattering trans-
form is energy-preserving in addition to its stability to dif-
feomorphisms (Mallat 2012; Singh and Kingsbury 2017).
Recent approaches have indicated that hybrid neural net-
works with scattering layers can achieve competitive per-
formance on a range of benchmarks such as ImageNet and
CIFAR-10 (Cotter and Kingsbury 2019; Singh and Kings-
bury 2018, 2017) at a faster convergence rate. Unlike CNNs,
it has not been strategically introduced to Transformer to
improve the effectiveness of the Transformers. Typically,
second-order invariant scattering transform with optional
learnable channel-wise mixing of maps modeled by conven-
tional convolution operation (Cotter and Kingsbury 2019).
However, (Oyallon et al. 2018) noted that first-order scatter-
ing alone can effectively preserve discriminative informa-
tion. In light of this, we adopt a hierarchical design in Scat-
terFormer by applying multiple invariant scattering layers to
incorporate more high-frequency structures.

Frequency-aware Attention (FAA) The tokens are split
apart before being separately processed in dual-branch at-
tention module. For high-frequency branch, we propose to
use an invariant scattering transform projects feature maps to
queries Q. Multiple invariant scattering layers located at the
beginning of each stage acting as down-sampling and patch-
merging module together with those reside within the en-
coder intuitively preserves high-frequency scattering coeffi-
cients required to discriminate between images. Moreover,
first-order transform is able to capture important attributes
with minimal energy loss (Bruna and Mallat 2013; Oyal-
lon et al. 2018). Thus, higher-order coefficients could offer
only marginal gains while significantly increasing memory
and computational cost in the high-frequency branch of self-
attention. In conformity with reduced resolution of token
maps, the projection of keys K and values V uses 3 × 3
convolution with a stride of 2 × 2, which further reduces

the computational cost. The high-frequency attention is for-
mally expressed as

Qh = BatchNorm (Inv (Xh)) (12)
Kh = BatchNorm (ConvK (Xh)) (13)
Vh = BatchNorm (ConvV (Xh)) (14)

for Xh ∈ R
Ci
2 ×Hi×Wi at ith stage, where Inv denotes in-

variant scattering layer, ConvK and ConvV denote convo-
lution, BatchNorm denotes batch normalization, which is
used to stablize the training procedure. Following (Ali et al.
2021), Qk and Kh are normalized to obtain channel-wise
attention score matrix.

Xh = VhSoftmax
(
Q⊤
hKh

)
(15)

Low-frequency attention is calculated in the separate path
without Transformer encoder is demonstrated to be inher-
ently sensitive to low-frequency components (Wang et al.
2022). We use 3× 3 convolution for token embedding. Lin-
ear projection layer for two groups of attention maps is used
to mixing the separately learned attention in order to ob-
tain a common representation. The locally-enhanced rela-
tive position encoding (LePE) (Dong et al. 2021) is applied
on X ∈ R

Ci
2 ×Hi×Wi before attention calculation and added

on the fused attention maps Xfused:

Xfused = Linear(Concat((Xl),Upsample(Xh))) (16)
Xfused = Xfused +DWConv(X) (17)

where Linear denotes linear projection, Upsample denotes
bilinear upsampling module, DWConv denotes depthwise
convolution, Concat denotes concatenation.

Generalization Capacity Analysis
In this section, we theoretically prove that invariant scatter-
ing transform can enhance the generalization capacity of a
network.

We first introduce the Gaussian complexity,

ĜN (F ) = E[supf∈F
2

N

N∑
i=1

gif(xi)] (18)

where gi, i = 1, 2, · · · , N are independent standard normal
random variables. Gaussian complexity in Eq. (18) measures
the capacity of a functional class F . Gaussian complexity
(and the closely-related Rademacher complexity) is often
linked with the generalization analysis of deep learning, as
its definition does not rely on the number of model parame-
ters.

Then, we link correlation analysis that examines locality
of features with the generalization capacity of transformer.
As recent work (Naseer et al. 2021) shows that increase lo-
cality of features can compensate the high-frequency fea-
tures in transformers, strong feature correlation is expected
to improve the generalization capacity of transformers. The
following theorem shows that feature correlation is closely
related to an upper bound of Gaussian complexity.
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Figure 1. Left: Architecture of ScatterFormer and diagnostic pipeline based on multispectral visual representation of EEG
epochs for epileptiform identification. Input features are the raw EEG signals processed by multispectral representation. On top
of the hierarchical stacking of ScatterTransformers is a Softmax classifier to predict epileptiform discharges.Right: Design of
frequency-aware attention (FAA). The convolution (Conv) encoding of low-frequency tokens and invariant scattering encoding
of high-frequency tokens are processed in separate pipelines. Attention maps are followed by channel mixing using pointwise
convolution. The outputs are fused feature representations. Within the multi-head attention, we utilize cross-covariance attention
to reduce computational cost.

Theorem 1 [(Li et al. 2017)] Suppose that σ : R → R
is a contraction mapping. Define the class computed by one
convolutional layer followed by one fully connected layer
with 2-norm constraint as:

F = {x →
∑
i

viσ(wi)x : ||v||2 ≤ 1, ||w||1 ≤ B} (19)

For any x1,x2, · · · ,xN ∈ Rd, we have

ĜN (F ) ≤ cB(ln d)1/2

N
max

j−j′∈N

√√√√ N∑
i=1

||xi(j)− xi(j′)||2

(20)

where N ⊂ Zp defines the shape of the convolution filter as:

(wi ∗ x)(k) =
∑
j∈N

wi,jx[k](j) (21)

where j is the integer index vector that denotes the in-
dex shift. It is easy to see that minimize

∑N
i=1 ||xi(j) −

xi(j
′)||2 is equivalent to maximize the feature correlation

cov(xi(j),xi(j
′)). Therefore, strong feature correlation can

improve the network generalization in some sense. In the
following, we show that Scatter transform or Fourier trans-
form can increase feature correlation, thus may improve the
model generalizability.

Generalization Capacity Analysis of Wavelet Transform
When tackling with scattering transform, we characterize it
in the case of Morlet wavelet ψ:

ψ(x) = ∥C1(e
ixξ − C2)e

−|x|2/(2σ2)∥ (22)

The following theorem shows that Morlet wavelet ψ can also
increase the feature correlation.

Theorem 2 Suppose the input feature x is normalized,
i.e. ||x|| = 1, then Morlet wavelet in Eq. (22) can increase
feature correlation by appropriately choosing C1, C2, ξ.

Proof.

∥ψ(xi(j))− ψ(xi(j
′))∥

≤∥C1∥ · ∥(eixi(j)ξ − C2)e
−|xi(j)|2/(2σ2)

−(eixi(j
′)ξ − C2)e

−|xi(j
′)|2/(2σ2)∥

≤∥C1∥
(
∥iξeiηξe−|η|2/(2σ2)∥

+ ∥(eiηξ − C2)e
−|η|2/(2σ2) |η|

σ2
∥
)
· |xi(j)− xi(j

′)|

≤∥C1∥
(
∥ξ∥+ (∥C2∥+ 1)

2

σ2

)
∥xi(j)− xi(j

′)∥ (23)

As long as ∥C1∥
(
∥ξ∥ + (∥C2∥ + 1) 2

σ2

)
< 1, we can in-

crease the feature correlation, thus reduce the upper bound
of Gaussian complexity, as shown in Theorem 1.
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Generalization Capacity Analysis of Fourier Transform
We further analyze the generalization capacity of Fourier
transform. Suppose a Fourier transform γ featurize input co-
ordinate with a set of sinusoids as follows:

γ(x) =[a1cos(2πb
⊤
1 x), a1sin(2πb

⊤
1 x), · · · ,

amcos(2πb
⊤
mx), amsin(2πb

⊤
mx)] (24)

where m is dimension of input feature x, ai, bi are parame-
ters in the Fourier transform γ.

Then the inner product of Fourier features can be repre-
sented as follows:

γ(x1)
⊤γ(x2) =

m∑
k=1

a2kcos
(
2πb⊤k (x1 − x2)

)
(25)

The following theorem shows that Fourier features can
increase the feature correlation.

Theorem 3 Suppose the input feature x is normal-
ized, i.e. ||x|| = 1, then the Fourier transform in Eq. (24)
can increase feature correlation by appropriately choosing
a1, a2, · · · , am.

Proof.

N∑
i=1

||γ(xi(j))− γ(xi(j
′))||2

=

N∑
i=1

[ m∑
k=1

2a2k − 2a2kcos
(
2πb⊤k (xi(j)− xi(j

′))
)]

≤
N∑
i=1

[ m∑
k=1

4a2k

]
= 4N

m∑
k=1

a2k (26)

Therefore, we can increase the feature correlation by se-
lecting a1, a2, · · · , am such that

4N

m∑
k=1

a2k <
N∑
i=1

||xi(j)− xi(j
′)||2 (27)

According Theorem 1, Fourier transform can reduce the
upper bound of Gaussian complexity, thus may improve the
model generalization capacity.

Experiments
Model Architecture
ScatterFormer adopts a hierarchical architecture illustrated
in Figure 1, which is demonstrated to be effective for a
range of tasks on two-dimensional signals due to its capa-
bility to generate multi-scale representation. Several vari-
ants are investigated. Specifically, main variants denoted
by ConvScatter-1, ConvScatter-2 and ScatterFormer are ex-
amined, which correspond to networks with convolutional
token embedding, with scattering token embedding posi-
tioned at the initial stage, with scattering token embedding
positioned at all stages, respectively. In particular, the ini-
tial token embedding achieves 4 × 4 downsampling using
a second-order invariant scattering layer. At later stages,

a first-order invariant scattering layer is used. In order to
investigate the frequency characteristics of ScatterFormer,
we establish FourierFormer, where scattering layers are re-
placed with Local Fourier Unit (LFU). Moreover, we estab-
lish ProtoFormer, which calculates MHSA using naive set-
ting of cross-covariance attention.

Experimental Setup
Datasets Extensive experiments are performed on two
datasets for evaluation of proposed diagnosing models,
with performance on epileptiform discharges detection and
neonatal seizure or ictal epileptiform discharges detection
being evaluated, respectively.

BECTS/Rolandic epilepsy dataset is a private dataset
comprised of 110 patients (average age: 133.7 ± 27.4
months) with BECTS/Rolandic epilepsy, a common child
epilepsy, and 170 normal controls (average age: 131.6±25.3
months). Collection and use of the data was approved by the
Ethics Review Committee of the Children Hospital of Fudan
University (No. 522-2020), and all subjects provided writ-
ten informed consent. The annotated EEG epochs eligible
for this work last for 446.55 h. Preprocessed data will be
available at https://github.com/albertcheng19/scatterformer.

Helsinki University dataset is a public dataset that con-
tains 39 patients with consensus annotation, 22 patients
that are diagnosed as free of seizure in their records and
18 patients with no consensus annotation of ictal epilep-
tiform discharges. Additional description can be refer-
enced in (Stevenson et al. 2019). Data is available at
https://zenodo.org/record/4940267.

Data Collection and Preprocessing Routine EEG record-
ings were performed on all subjects underwent continu-
ous (> 3 hours) sleep state with Nicolet EEG system
(Natus Medical, Incorporated, San Carlos, CA, USA) with
Ag/AgCl electrodes in the EEG examination room at the
Hospital. Patients were seizure free ≤ 1 hours before study
and receiving stable doses of medication. EEG electrodes
were placed according to the conventional 10–20 EEG sys-
tem and the guideline of American Clinical Neurophysiol-
ogy Society. The impedance of the electrodes was calibrated
under 3 kΩ. The EEG signals were amplified and digitized
at a sampling rate of 250 Hz, and then filtered at 0.1 Hz high-
pass, 100 Hz low-pass and notch filter of 50 Hz. The classi-
cal Rolandic epileptic and normal EEG periods were labeled
by two senior clinical neurophysiologists. The raw EEG data
were saved in EDF format. EEG signals were preprocessed
to remove the linear trend and eye movement artifacts using
independent component analysis (ICA). Bipolar montage is
adopted in our experiments.

Regularization Two types of augmentation is applied in
training to alleviate over-fitting. The first one is termed chan-
nel reshuffling in our work. The feature representation of
each channel is resized into a 3 × 32 × 256 array, and
24 multi-spectral feature arrays in total are randomly re-
arranged into a 3 × 768 × 256 array with different chan-
nels located in different positions of the array. The proposed
method excludes the potential bias introduced by the specific
arrangement of channels. After reshuffling, the input data are
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subject to further augmentation using MixUp (Zhang et al.
2017).

Training Details AdamW optimizer with weight decay of
0.05 is used. The initial learning rate is set to 5e-4 and pro-
gressively decays after each interaction by a cosine sched-
uler. During training, exponential moving average (EMA)
with decay at 0.9999 is used to smooth the updating of
weights. Unless otherwise stated, all models are trained with
an 768 × 256 input size. The maximum training epochs are
set at 50 with early stopping. All experiments are conducted
on 2 NVIDIA A100 GPUs.

Experimental Results
Evaluation results on BECTS/Rolandic dataset are reported
in Table 1 (a). Results of several variants of ScatterFormer
is presented. Trained with the same initialization, data aug-
mentation, learning rate tuning and regularization, the re-
sults suggest that both patch embedding implemented with
invariant scattering layer and convolutional layer could im-
prove the performance, but applying scattering transform
only at the first stage leads to drop in AUCROC. In partic-
ular, ScatterFormer outperforms other variants and a strong
baseline CNN model. Results on Helsinki University dataset
are reported in Table 1 (b). In comparison to previous work,
our method significantly surpasses the state-of-the-art given
the constraints on data availability and cross-validation. Ad-
ditional evaluation is reported in Table 3. ScatterFormer
achieves satisfactory sensitivity to epileptic EEG segments
in patient-independent classification. Moreover, as can be
observed in Figure 2, performance on different folds fol-
lows skewed distribution. More concentrated distribution of
ScatterFormer suggests a more robust overall performance
across all folds. Therefore, ScatterFormer is a more robust
model for generalization on heterogeneous individuals.

Ablation Studies
Effects of Invariant Scattering Layer To validate the ef-
ficacy of the frequency-aware attention dependent on dual-
branch token embedding mechanism that simultaneously
utilizes convolution and invariant scattering transform, we
investigate its role in learning. Detection accuracy is in-
creased by 3.52% compared to ProtoFormer (Table 1). The
substitution by fast Fourier convolution results in drop in
performance (Table 4) despite slightly reducing the number
of parameters.

Effects of Activation ScatterFormer uses Mish activation.
To investigate the effects of activation function, Mish is re-
placed with Swish, which leads to only negligible drops in
several clinically important evaluation metrics with similar
latency, as indicated in Table 3. Choice of nonlinear activa-
tion function does not seem to have significant influence on
the expressivity and inference time of the network.

Interpretability
In this section, we investigate the interpretability and robust-
ness of ScatterFormer. In particular, we discuss the clinical
translatability of the associated research results.

(a) Results on BECTS/Rolandic Dataset
Model Params

(M)
LT (µs) AUCROC ACC

RegNet-Y-
8G
(Radosavovic
et al. 2020)

37 179 94.522.22 88.1118.98

Swin-B (Liu
et al. 2021)

88 540 97.810.65 94.041.21

ProtoFormer 24 79 97.913.45 92.8721.82
ConvScat-1 39 300 98.151.59 96.333.55
ConvScat-2 39 441 96.850.84 95.101.70
ScatterFormer 42 365 98.142.04 96.872.46

(b) Results on Helsinki University Dataset
Model Params

(M)
LT (µs) AUCROC ACC

ScatterFormer 42 365 96.385.66 90.5511.75
SVM
(Isaev et al.
2020)

- - 92.312.1 -

ScatterFormer 42 365 90.31 89.67
SWT-FCN
(Frassineti
et al. 2020)

- - 81 82

SWT-CNN
(Frassineti
et al. 2020)

- - 77 79

Table 1: Results of ScatterFormer on patients with BECT-
S/Rolandic epilesy (a) and neonatal seizures (b). Compared
with the existing deep learning models with similar amount
of parameters, our method achieved superior outcomes and
moderate inference time. We report evaluation metrics using
median with interquartile range (IQR) as subscript. In addi-
tion, to compare our results of previous work, we also report
values using mean value on Helsinki University dataset. La-
tency (LT) and number of parameters (Params) are reported
for our experiments.

Disentanglement of Attention To empirically corrobo-
rate the effectiveness of dual-branch design, we visualize
the Fourier heat maps of high- and low-frequency branches
of attention module, respectively, and quantitatively analyze
the magnitude-frequency relationship. Observably, disentan-
gled attention achieves slower decay of magnitude spectrum
as frequency increases than the prototypical architecture and
captures more high-frequency information signals (Figure
3). The response curve suggests concentration of energy pri-
marily in low-frequency range, which is consistent with the
results revealed in (Wang et al. 2022). Noticeably, invari-
ant scattering transform achieves more competitive perfor-
mance than Fourier transform (Table 4). This performance
gap could be attributed to energy preservation in scatter-
ing propagation, which corresponds to narrower frequency
bands (Bruna and Mallat 2013) and could potentially avoid
oversmoothing while alleviating noises.

Clinical Significance In Figure 4, we inspect the feature
maps learned by different variants to analyze which features
were actually used for discriminative prediction. The results
suggest that ScatterFormer learns more fine-grained spec-
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(a) BECTS/Rolandic Dataset
Model AUCPR F1
Proto 98.180.84 89.120.82
Scatter 98.881.13 93.936.42
Fourier 97.444.72 86.269.75

(b) Helsinki University Dataset
Model AUCPR F1
Scatter 92.3222.63 79.9028.88
Fourier 89.9637.35 70.0535.21

Table 2: Results of AUCPR and F1-score metrics on two
datasets. ScatterFormer achieves significantly higher perfor-
mance, indicating improved sensitivity to ictal samples.

(a) BECTS/Rolandic Dataset

(b) Helsinki University Dataset

Figure 2. Probability distribution of evaluation metrics
across cross-validation folds. Density is estimated using ker-
nel method. ScatterFormer have more concentrated prob-
ability distribution of various metrics on cross-validation
folds. The results suggest that ScatterFormer achieves higher
performance and generalizability than other models in cross-
validation setting.

tral representations of eletrophysiological biomarkers such
as spike-and-waves and sharp waves. Features generated by
ProtoFormer are smoother.

(a) ScatterFormer

(b) FourierFormer

(c) ProtoFormer

Figure 3. Fourier spectrum analysis of attention maps
of three main variants investigated in this work. The re-
sults are averaged across 100 random samples at the 4th

layer from a randomly selected attention head. Both in-
variant scattering (a) and fast Fourier convolution (b) re-
duces the low-frequency preferability observed in (c), where
prototypical attention tends to have sharper frequency re-
sponse. Magnitude-Frequency responses (d) show that high-
frequency components are enhanced by the dual-branch de-
sign. Spectra of high- and low-frequency branches are de-
noted by yellow and blue curves, respectively, in Scatter-
Former and FourierFormer.

In addition, fast Fourier convolution could lead to alias-
ing of distinguishing spectral patterns that correspond to
epileptic spikes, and between channels, as shown in Figure
4, which may explain the deteriorated inference-time per-
formance. ScatterFormer enables more low-level features,
especially regions associated with higher spectral power,
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(a) Raw EEG Waveform (b) Input (c) Scatter (d) Fourier (e) Proto

Figure 4. Visualization of an EEG segment of epileptiform abnormalities and its corresponding visual representations. (a):
An illustrative EEG segment that contains continuous spike-and-wave during sleep (CSWS) characteristic of BECTS/Rolandic
epilepsy. Epileptiform patterns are marked by red arrows for one channel with typical epileptic waves. (b): Multispectral fea-
tures. The color bar indicates normalized log wavelet power spectrum. (c) (d) (e): Intermediate features learned by various
Transformers. ScatterFormer (c) preserves more local spectral details that corresponds to spike-and-wave and sharp wave pat-
terns appeared in the EEG than FourierFormer (d) and ProtoFormer (e). The latter both suffer oversmoothing of high-frequency
information to various extents. The color bar indicates normalized intermediate feature values that do not represent power
spectrum of raw data.

Activation LT (µs) AUCROC AUCPR ACC
Mish 365 98.142.04 98.881.13 96.872.46
Swish 358 97.551.90 98.391.29 96.392.00

Table 3: Ablation on the effects of activation functions.
Two popular activation functions are investigated for Scat-
terFormer on BECTS/Rolandic dataset. No significant dif-
ference is observed.

to be captured. Noise and artifacts are suppressed at ini-
tial phase. It is suggested that our approach achieves better
cross-subject accuracy because it works in a manner similar
to expert electroencephalographers, who distinguish epilep-
tiform abnormalities from other clinically irrelevant activi-
ties by detecting of fine-grained edge-like patterns.

Conclusion
In this work, we propose Scattering Transformer (Scatter-
Former), an invariant scattering transform-based hierarchi-
cal Transformer that distinguishes subtle variations associ-
ated with high-frequency textural information for detecting
epileptiform discharges. We theoretically prove that wavelet
transform can increase features correlations to compensate
the high-frequency features in transformer. Strong feature
correlations of scattering transform or Fourier transform
lead to reduced upper bound of Gaussian complexity, thus
may improve model generalizability. Improvement of gener-
alizability by transformation of features to scattering domain
is further validated in experiments.

Moreover, the scattering energy preservation feature al-
lows more high-frequency information in different spatial,

(a) BECTS/Rolandic Dataset
Model Params (M) LT (µs) AUCROC ACC
Scatter 42 365 98.142.04 96.872.46
Fourier 39 239 96.971.83 92.062.96

(b) Helsinki University Dataset
Model Params (M) LT (µs) AUCROC ACC
Scatter 42 365 96.388.27 90.0511.14
Fourier 39 239 94.528.92 89.0411.93

Table 4: The Frequency-aware attention (FAA) module is
replaced with Fast Fourier convolution to ablate its effects.
The invariant scattering convolution outperforms the former
by a median accuracy of 1.01% with respect to neonatal
seizure detection task (b) without significant increase in pa-
rameters. The unit of latency is µs.

time, and frequency scales of epileptic EEG to be faith-
fully represented, which is reinforced by frequency-aware
attention (FAA) that disentangles high- and low-frequency
components. Therefore, the approach is able to differentiate
subtle differences between spectral features converted from
cEEG waveform records. We achieve optimal prediction
AUCROC and accuracy in cross-subject detection epilepti-
form discharges in patients with BECTS/Rolandic epilepsy
and neonates with heterogeneous etiologies for seizure, sug-
gesting promise in accelerating clinical decision-making in
various scenarios. Further analysis demonstrates the capabil-
ity of ScatterFormer to extract discriminative patterns that
are associated with epilepsy-specific EEG abnormalities,
thereby offering clinical interpretability for supporting early
and accurate identification of seizures. Our code is available
at https://github.com/albertcheng19/scatterformer.
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