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Abstract

Creating what-if stories requires reasoning about prior state-
ments and possible outcomes of the changed conditions. One
can easily generate coherent endings under new conditions,
but it would be challenging for current systems to do it with
minimal changes to the original story. Therefore, one major
challenge is the trade-off between generating a logical story
and rewriting with minimal-edits. In this paper, we propose
EDUCAT, an editing-based unsupervised approach for coun-
terfactual story rewriting. EDUCAT includes a target position
detection strategy based on estimating causal effects of the
what-if conditions, which keeps the causal invariant parts of
the story. EDUCAT then generates the stories under fluency,
coherence and minimal-edits constraints. We also propose a
new metric to alleviate the shortcomings of current automatic
metrics and better evaluate the trade-off. We evaluate EDU-
CAT on a public counterfactual story rewriting benchmark.
Experiments show that EDUCAT achieves the best trade-off
over unsupervised SOTA methods according to both auto-
matic and human evaluation. The resources of EDUCAT are
available at: https://github.com/jiangjiechen/EDUCAT.

1 Introduction
Counterfactual reasoning is a hypothetical thinking process
to assess possible outcomes by modifying certain prior con-
ditions. It is commonly known as “what-if” analysis —
“what will happen if . . . ”. It is a big challenge to build an
intelligent system with counterfactual reasoning capabili-
ties (Pearl 2009; Pearl and Mackenzie 2018). Counterfactual
reasoning relies on the ability to find the causal invariance
in data, i.e. the factors held constant with the change of con-
ditions in a series of events (Sloman and Lagnado 2004).

In this paper, we study unsupervised counterfactual story
rewriting, a concrete instance of counterfactual reasoning.
We focus on unsupervised methods for this task, since hu-
mans do not need supervised learning to imagine alternative
futures. The task is to create plausible alternative endings
given small modifications to the story context.
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Figure 1: Counterfactual story rewriting example from the
TIMETRAVEL (Qin et al. 2019) dataset. Our proposed EDU-
CAT iteratively edits the original ending to obtain new end-
ings.

In this task, the major challenge is the trade-off between
generating natural stories and modifying the original text
with minimal-edits. This requires finding the causal invari-
ance in a story, i.e., invariant future events under the change
of conditions. Indeed, with a pre-trained language model
(LM), it is relatively easy to generate fluent endings un-
der new conditions with massive edits. However, difficul-
ties arise when one has to perform accurate reasoning during
modifying the ending minimally while keeping it natural.

For example, in Figure 1, what if Kelly played with the
Mario game but never beat the game (alter s2 to s′2)? From
human commonsense, one can easily create a plausible alter-
native story ending by making small edits that Kelly never
beat the last level rather than finally beat it, and hence Kelly
would be sad instead of happy. In this case, the invariant
event is that Kelly still plays all levels until the last, but the
variant event would be the consequence of the counterfac-
tual intervention. By identifying and keeping the invariant
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event, an ideal system can generate a plausible ending with
few edits to the variant events.

Most of the existing methods (Li, Ding, and Liu 2018;
Xu et al. 2018; Guan, Wang, and Huang 2019; Guan et al.
2020) focus on the story generation in an auto-regressive
manner. These approaches keep the story logical mainly by
exploiting the language modeling ability of LMs such as the
GPTs (Radford et al. 2018, 2019; Brown et al. 2020). Few
of them (Qin et al. 2019, 2020) deal with the reasoning abil-
ity in counterfactual text generation, which requires balanc-
ing between coherence and minimal-edits. For example, Qin
et al. (2020) propose to keep the balance by constraining the
decoding on new endings with a sentence-level similarity
scorer with the original ones. However, LMs are known to
be hard to control, often leading to over-editing.

In this paper, we propose EDUCAT, an EDiting-based
Unsupervised Counterfactual generATion method for coun-
terfactual story rewriting. Given the original story and a
modified condition statement, the challenge is to locate
which part to retain (i.e. causal invariance) and which
to modify (i.e. causal variance) while maintaining coher-
ence to the context after editing. Inspired by causal analy-
sis research (Hernán 2004), we quantify the potential out-
come after intervention using the ratio between consisten-
cies with the counterfactual and initial conditions, which can
be computed by an off-the-shelf model. EDUCAT employs a
Markov chain Monte Carlo sampling framework (Metropo-
lis et al. 1953) for unsupervised generation by iteratively
generating token modifications (Miao et al. 2019). With de-
sired properties and guidance from the estimated potential
outcome, EDUCAT generates fluent and coherent alternative
story endings with minimal edits.

The contributions of this work are as follows:

• We first solve the counterfactual story rewriting task
using unsupervised discrete editing method based on
MCMC sampling.

• We draw inspiration from causal analysis and propose
two counterfactual reasoning components that quantify
the outcomes of context changes.

• We conduct experiments to verify that EDUCAT achieves
the best trade-off between coherence and minimal-edits
for unsupervised methods.

2 Task Formulation with Causal Model
In counterfactual story rewriting task, given a story consist-
ing of a premise z, a story context x and an ending y, we
intervene by altering x into a counterfactual context x′ and
hope to predict new ending y′.

This problem naturally fits to be formulated with a Causal
Model, a directed acyclic graph used to encode assumptions
on the data generating process. As presented in the Figure 2,
the left part shows a simple example of a causal model with
treatment (X), effect (Y ) and confounder (Z), respectively.
In causal inference, a confounder is a random variable that
influences both the treatment and effect variables, causing a
spurious correlation (Pearl 2009). Note that in this problem,
z consists of both observed confounder s1 and unobserved
commonsense knowledge, where the latter is very difficult

X Y

Z x y

z

x′ y′ 

z
❌

Prediction

Intervention

Confounder

Treatment Effect

Figure 2: Formulating counterfactual story rewriting with in-
tervention on causal model, where z is the common premise
of the story, x, y denote the original story, and x′, y′ are the
counterfactual story.

to explicitly model.
The counterfactual inference can be formulated with a do-

operator. As shown in Figure 2, we can intervene on the X
variable by applying do(X) = x′ to set its value to the
counterfactual without changing the rest. The arrow point-
ing from Z to X in the causal model is deleted since X
no longer depends on Z after the intervention, resulting in a
new graphical model. Consequently, the problem of counter-
factual story generation can be formally restated as a coun-
terfactual inference problem as follows: given (z, x, y), what
would the potential outcome of y be if one changes the story
context from x to x′?

3 Proposed Approach: EDUCAT
In this section, we present an overview and details of ED-
UCAT. In general, the rewriting process works as follows:
starting with an original full story, EDUCAT performs the
following procedures iteratively:
1. Conflict Detection, it finds possible chunks in current

story endings contradictory to counterfactual conditions;
2. Edits Proposal, it proposes an edited ending and decides

its acceptance based on fluency and coherence scores.
The above steps repeat multiple rounds. Each proposal is
either accepted or rejected based on desired properties π(y),
which is defined as the score product of each property score:

π(y) ∝

Desired Properties︷ ︸︸ ︷
X 0

c (y) · · · X n
c (y) (1)

Finally, we pick the best one according to a ranking function
as the output. An illustrative example is given in Figure 1.

However, the challenge remains for the quantification of
these desired properties for ideal story rewriting. Inspired
by causal analysis research, we can quantitatively calculate
the difference of story endings’ quality given different con-
ditions with the Causal Risk Ratio (CRR) (Hernán 2004;
Hernán and Robins 2020). CRR is defined as follows:

CRR =
P(Y = y| do(X = x′), Z = z)

P(Y = y| do(X = x), Z = z)
(2)
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The value goes up when the new ending is more consis-
tent with the counterfactual condition. However, it is dif-
ficult to explicitly calculate both observed and unobserved
confounders (z?) in P(Y = y| do(X = x)) as follows:

P(Y=y| do(X=x))︷ ︸︸ ︷∑
z?

P(Y = y|X = x, Z = z?)P(Z = z?) (3)

We make a causal sufficiency assumption that only observed
confounder (z) is considered:

P(Y = y| do(X = x)) = P(Y = y|X = x, Z = z) (4)

So CRR can be calculated by

CRR =
P(Y = y|X = x′, Z = z)

P(Y = y|X = x, Z = z)
(5)

In this way, we can roughly estimate the influence on possi-
ble endings brought by a changed condition. Next, we will
elaborate on the details of EDUCAT.

3.1 Constrained Generation via MCMC
In EDUCAT, we direct the Markov chain Monte Carlo
(MCMC) sampling process with counterfactual reasoning
ability brought by conflict token detection and desired prop-
erties as sampling constraints.

EDUCAT directly samples from the sentence space with
three local operations: token replacement, deletion and in-
sertion. During sampling, after an edit position is found,
the operation is randomly chosen with equal probability. Fi-
nally, the proposed new sentence will either be accepted or
rejected according to the acceptance rate computed by de-
sired properties π(y). The above process is repeated till con-
vergence.

Specifically, Metropolis-Hasting sampling (MH) algo-
rithm moves the current sentence yt to the next sen-
tence yt+1 by generating from the proposal distribution
g(yt+1|yt) and accepting it based on an acceptance rate. The
sample distribution in MCMC will converge to the station-
ary distribution π(y) in the Markov chain under mild condi-
tions. The acceptance rate α at the t-th iteration is defined as
follows,

α(yt+1|yt) = min

{
1,
π(yt+1)

1/T g(yt|yt+1)

π(yt)1/T g(yt+1|yt)

}
(6)

T is a temperature controlled by a cooling schedule (Andrieu
et al. 2003) (T = 0.95b

t
5 c in our implementation.)

Next, we will describe in detail the design of stationary
distribution π(y) (§3.2) and transition proposal distribution
g(yt+1|yt) (§3.3).

3.2 Desired Properties for Story Rewriting
Aside from the basic fluency property, the original CGMH
framework is designed with properties such as similarity and
keywords constraints. These simple properties cannot direct
the sampling with counterfactual reasoning ability. Instead,
we want the generated new endings to be not only fluent in

terms of storytelling, but also logically coherent with X ′ in-
stead of X . In EDUCAT, we define two score functions in
story rewriting, namely, a fluency score function XLM and
a coherence score function XCoh. Thus, the stationary dis-
tribution π(y) is defined as the product of fluency score and
the coherence score as follows:

π(y) ∝ XLM(y) · · · XCoh(y) (7)
Fluency Score We compute the probability of the gen-
erated ending based on a pre-trained language model, e.g.
GPT-2 (Radford et al. 2019). This is important and in line
with previous work to guarantee the fluency and readability
of the generated sentence. The likelihood is computed au-
toregressively as:

XLM(y∗) =
N∏
i=1

PLM(y∗i |z, x′, y∗<i). (8)

We denote y∗ as the proposed ending at the current stage,
and y∗i as the i-th token in the ending.

Coherence Score Intuitively, we want to punish proposed
endings contradictory to the counterfactual conditions but
consistent with the initial ones. Therefore, the purpose of
coherence score function XCoh is to encourage the model to
rewrite the original endings. The value of XCoh should be
larger than 1 if the generated ending is more causally related
to counterfactual context than the initial one. Inspired by the
definition of Causal Risk Ratio, the coherence score function
XCoh is defined as follows:

XCoh(y
∗) =

PCoh(Y = y∗| z, x′)
PCoh(Y = y∗| z, x)

(9)

where the formulation for PCoh is fit for any model for
quantification that measures the coherence between an end-
ing and a story context. In our implementation, we employ
conditional sentence probability calculated by a pre-trained
language model (e.g., a GPT-2) to measure the coherence
within a story in an unsupervised way. Note that we hope
to solve this task in an unsupervised way. But PCoh is fully
extendable for better story coherence checking models.

3.3 Editing Proposal Design
Regularized by the desired properties, we can make editing
proposals by solving two questions: 1) Where to edit? and
2) Edit with what?

Where to Edit: Conflict Detection It is critical to know
where to edit the original stories to write natural counter-
factual stories with only minimal edits. Namely, we need to
identify tokens that contradict with the counterfactual con-
text (Hao et al. 2021). Meanwhile, causal invariant informa-
tion is kept in the unchanged tokens.

Also inspired by the calculation of Causal Risk Ratio, we
estimate the potential outcome of changing the contexts to
find the most likely contradictory tokens. Let y∗ be the cur-
rent ending to edit (initialized with y) and y∗i be the tokens,
we define the conflicting probability Pcf(y

∗
i ) on the i-th to-

ken in y∗ as follows,

Pcf(y
∗
i ) = softmax(

PLM(y∗i |z, x, y∗<i)

PLM(y∗i |z, x′, y∗<i)
) (10)
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The token-level likelihood is computed via a language
model. According to the definition, Pcf(y

∗
i ) is larger if y∗i is

more causally related to the initial context than the counter-
factual one. Those tokens are more likely to contradict with
counterfactual conditions at each iteration. They should have
a higher priority to be edited.

Edit with What: Modification Action We randomly
sample from three token-level modification actions (replace-
ment, deletion, and insertion) with equal probability to find
what to use to edit the endings given editing positions.

Let yt be the current sentence, the proposal distribution is
defined as g(yt+1|yt). The expectation of transition proposal
from yt to yt+1 is given by

g(yt+1|yt) =
1

3

∑
op∈{r,d,i}

gop(yt+1|yt) (11)

where gr, gd, gi correspond to the replacement, deletion and
insertion proposals, respectively. For replacement, let yt =
[w1, . . . , wm, . . . , wn], the replacement action replaces the
token wm with wc, where wc is sampled from a pre-selected
candidate set Q. Let yt+1 = [w1, . . . , w

c, . . . , wn], then the
proposal for replacement is

gr(yt+1|yt) = 1(wc ∈ Q) · PMLM(w∗m = wc|x−m)
(12)

Here 1(wc ∈ Q) is the indicator function which equals 1
if wc ∈ Q and 0 otherwise. PMLM(w∗m = wc|x−m) is the
probability of the selected token given the rest of the sen-
tence x−m. It is computed using a masked language model
(MLM), e.g. BERT (Devlin et al. 2019) or RoBERTa (Liu
et al. 2019).

The transition function for deletion is rather sim-
ple: gd(yt+1|yt) = 1 if and only if yt+1 =
[w1, . . . , wm−1, wm+1, . . . , wn], and 0 for others. The in-
sertion operation consists of two steps. First, a mask token
is inserted into the position and then a replacement operation
is performed on the inserted token.

4 Experiments
4.1 Experimental Setup
Dataset We experiment EDUCAT on TIMETRAVEL
(Qin et al. 2019), a standard counterfactual story
rewriting dataset. TIMETRAVEL is built on ROCStories
(Mostafazadeh et al. 2016), which consists of a large set
of five-sentence stories S = s1:5. The first sentence s1 de-
notes the premise of a story, s2 sets up the initial context,
and the last three sentences s3:5 are the story endings. Using
causal language we described above, s1, s2, s3:5 correspond
to Z = z, X = x, Y = y, respectively. In TIMETRAVEL,
the initial context was rewritten by humans into a counter-
factual context s′2, followed with edited endings s′3:5. They
correspond to X = x′ and Y = y′ in the causal graphical
model. As EDUCAT is unsupervised and thus does not need
training, we run EDUCAT directly on the test set.

The statistics of TIMETRAVEL are reported in Table 1.
Only part of the training set is annotated with the edited
endings. Each sample in the development and test set is an-
notated with 3 and 4 rewritten endings respectively, which

Train Dev Test
# counterfactual context (x′) 96,867 1,871 1,871

# edited endings (y′) 16,752 5,613 7,484

Table 1: Statistics of TIMETRAVEL dataset.

explains the difference between # of x′ and # of y′ in the de-
velopment and test set in Table 1. Note that the fourth edited
ending in test set is not included in evaluation as ground truth
ending, but only serves as human baseline.

Baselines Following previous work, we categorize the
baselines into three classes: 1) Unsupervised zero-shot base-
lines, with only off-the-shelf pre-trained models for gener-
ation, including pre-trained GPT-2 (generating with s1, s′2)
and DELOREAN (Qin et al. 2020). Moreover, in comparisons
with unsupervised editing-based methods, we add CGMH
(Miao et al. 2019), which is EDUCAT without conflict de-
tection and coherence score; 2) Unsupervised training base-
lines, GPT-2 + Recon+CF (Qin et al. 2019), which is
trained with domain data S and < s1, s

′
2 > (i.e. without

s′3:5); 3) Supervised training baselines, with a GPT-2 + SUP
(Qin et al. 2019) trained for predicting s′3:5 from S and s′2
in the form of < S, [SEP], s1, s′2 >.

Note that in our paper, we aim at using only off-the-shelf
pre-trained models for story rewriting, which makes the pre-
vious SOTA method DELOREAN our major baseline. DE-
LOREAN iteratively revises the generated tokens by updating
their hidden representations during decoding. The update is
constrained by minimizing the sentence-level KL divergence
between the generated and original endings, followed by a
BERT to re-rank the generated candidates with the next sen-
tence prediction task.

Implementation Details All of the pre-trained check-
points are inherited from the implementations of Hugging-
face (Wolf et al. 2020). Consistent with previous work, we
adopt GPT-2, Medium (24 layers) or Small (12 layers), for
causal language modeling. We use pre-trained RoBERTa-
base as the unsupervised masked language model for token
proposal. We keep the first 100 tokens MLM predicts as can-
didates. We randomly sample one token as the proposed to-
ken based on normalized probabilities. In the experiments,
we run EDUCAT and its variants for 100 steps.

4.2 Evaluation Metrics
Automatic Evaluation Metrics Following previous work,
we adopt BLEU-4 (Papineni et al. 2002) and BERTSCORE
(Zhang et al. 2020b) as automatic metrics, which are refer-
enced metrics. Given ground-truth endings and the gener-
ated endings, BLEU computes the number of overlapping n-
grams, and BERTSCORE computes their semantic similar-
ity using BERT. As reported in Qin et al. (2019), BLEU mea-
sures the minimal-edits property well, but correlates poorly
with human judgements w.r.t. coherence.

For assessing the coherence with the counterfactual con-
ditions, we propose a simple, unreferenced, and model-
based metric ENTSCORE (ENTS). Inspired by researches
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Metrics Pearson’s r Spearman’s ρ Kendall’s τ

BLEU 0.2619 0.2454 0.1758
BERTSCORE 0.3252 0.3332 0.2385
ENTS (base) 0.3937 0.3973 0.2865
ENTS (large) 0.4685 0.4732 0.3389

HMEAN (large) 0.4995 0.4996 0.3662

Table 2: The correlation between automatic metrics and hu-
man judgements in coherence. HMEAN is the harmonic
mean between ENTS (large) and BLEU. All of these num-
bers are statistically significant at p < 0.01.

on natural language inference (Kang et al. 2018; Dziri et al.
2019), we fine-tune a RoBERTa (base or large) with binary
classification objective to check whether a story context en-
tails a story ending. We use 28,363 stories with annotated
edited endings in TIMETRAVEL to train the metric, leading
to 113,452 training samples, i.e., x′ contradicts with y but
entails by y′ and x contradicts with y′ but entails y. The
best metrics achieve the F1 scores of 73.07 (base) and 81.64
(large) in the test set. We take the predicted probability of
whether an ending is entailed by the counterfactual context
as the output of ENTSCORE.

To better evaluate the subtle trade-off in this task, we cal-
culate a harmonic mean of ENTSCORE and BLEU to rep-
resent the trade-off between coherence and minimal-edits,
defined as HMEAN = 2·BLEU·ENTS

BLEU+ENTS .

Human Evaluation Metrics We also conduct human
evaluation to compensate for these automatic metrics and
assess their ability for this task. Following Qin et al. (2020),
our human evaluation mainly focuses on two primary crite-
ria: i) coherence, the logical consistency between the coun-
terfactual context (s1, s′2) and generated endings, and ii)
minimal-edits, the extent of minimal revision between two
endings. We calculate the pairwise comparison as human
metrics. Annotators are asked to score from 0 to 3 and
choose the better one or both between two generated outputs
from EDUCAT and baselines without knowledge of their ori-
gins. We arrange a training session before annotation ses-
sion, where the annotators annotate some cases and resolve
their disputes through discussion. Then, we randomly se-
lect 100 samples from the test set. Each sample was rated
by three graduate students, paid with local minimum wage.1
The final decision is made based on the majority vote.

Human Correlation with Metrics Before automatic eval-
uation, we show the ability of these automatic metrics by
performing correlation analysis using the scores produced
by human annotators on the generated endings. We calcu-
late three coefficients, including Pearson’s r, Spearman’s ρ
and Kendall’s τ . Pearson’s rmeasures linear correlation, and
the latter two measure monotonic correlation, where Spear-
man’s ρ is more sensitive to abnormal values. According to
Table 2, HMEAN proves to be the best metric among them

1They reach fair inter-rater agreement with Fleiss’ κ = 0.345
in annotation session.

Method BLEU BERT ENTSl HMEAN

Supervised Training
GPT-2M + SUP 76.35 81.72 35.06 48.05

Unsupervised Training
GPT-2M + FT 3.90 53.00 52.77 7.26
Recon+CF 76.37 80.20 18.00 29.13

Off-the-shelf Pre-trained Models
GPT-2M 1.39 47.13 54.21 2.71
DELOREAN 23.89 59.88 51.40 32.62
CGMH 41.34 73.82 29.80 34.63
EDUCAT 44.05 74.06 32.28 37.26
Human 64.76 78.82 80.56 71.80

Table 3: Automatic evaluation results in the test set of TIME-
TRAVEL. These methods use GPT-2M by default. ENTSl is
short for ENTSCORE (large).

in terms of correlation with human judgements for this task,
which is also our primary metric in the experiments.

4.3 Results
Automatic Evaluation Table 3 shows our results w.r.t.
automatic metrics. In general, we observe that BLEU and
ENTSCORE indicate the trade-off between minimal edits
and coherence in this task. Models that generate coherent
endings can also cause excessive edits. Among them, EDU-
CAT achieves the best trade-off in terms of HMEAN, which
is also the metric that has the best correlation with human
judgements, as shown in Table 2.

For supervised and unsupervised training methods, we
find Recon+CF scores high on BLEU and BERTSCORE
but low on ENTSCORE, suggesting that the endings it gener-
ates are not coherent with counterfactual contexts but para-
phrased from original endings (Qin et al. 2019). Moreover,
the gap remains between supervised methods and unsuper-
vised ones.

Interestingly, zero-shot GPT-2M and DELOREAN per-
form very well in ENTSCORE but poorly on BLEU and
BERTSCORE. ENTSCORE draws the decision boundary
based on the change of conditions (s2, s′2). Therefore, as
long as the ending follows the counterfactual condition,
where large-scale language models such as GPT-2 excel,
ENTSCORE will produce a high score. Zero-shot GPT-2M
does not constrain the generation on minimal-edits to the
original endings and hallucinates from the original story dur-
ing the generation. Hence, it generates fluent endings thanks
to the language modeling ability of GPT-2 with over-editing.
The same is true for DELOREAN, but it alleviates this prob-
lem by constraining on the KL-divergence with original end-
ings. Indeed, it is easy to generate coherent endings with
massive edits, as even a zero-shot GPT-2 can achieve a high
score in coherence. However, this task puts forward higher
demands on the model’s ability to do it under minimal edits
to find the causal invariance.

Human Evaluation We first show manual evaluation re-
sults in Table 4. In general, EDUCAT outperforms CGMH
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Methods Coherence

Win Tie Lose

EDUCAT vs. DELOREAN 45% 32% 23%
EDUCAT vs. CGMH 32% 51% 17%
EDUCAT vs. Human 12% 24% 64%

Min-edits

EDUCAT vs. DELOREAN 64% 27% 9%
EDUCAT vs. CGMH 26% 49% 25%
EDUCAT vs. Human 16% 40% 44%

Table 4: Manual evaluation results, with scores denoting the
percentage of Win, Lose or Tie when comparing EDUCAT
with baselines.

and DELOREAN w.r.t. coherence and minimal-edits. EDU-
CAT achieves the similar results with CGMH on min-edits
because they run for the same editing steps.

We observe in Table 4 that DELOREAN is outperformed
by EDUCAT in coherence. This seems contradictory with
the automatic evaluation results reported before in terms
of ENTSCORE. The possible reasons are two-fold. First,
ENTSCORE is trained only with a simple discriminative
classification objective, and is therefore sensitive to the
change in the altered condition (x → x′). However, the co-
herence to the premise is also important to find causal invari-
ance in counterfactual reasoning. Not only do we focus on
the coherence of the new story, we also highlight the mini-
mal effort to make it happen. And, DELOREAN, like GPT-
2M , is easy to hallucinate from the original story line. Sec-
ond, humans enjoy great ability in making up “headcanons”
in their minds to connect two events, thus small but critical
edits can still result in a logical ending to a human mind.

Ablation Study We perform an ablation study for the pro-
posed modules. We find both components are beneficial to
this task according to Table 5 in all metrics. Even with
smaller GPT-2S as the backbone causal language model,
EDUCAT still outperforms unsupervised baselines.

In particular, we find a considerable performance drop in
BLEU and ENTSCORE for EDUCAT without conflict detec-
tion module. This result suggests that random edit token
finding is inefficient to find the causal invariance. So the
method prefers the editing actions that generate fluent end-
ings instead of ones that balance the trade-off well, which
puts forth higher demands to the system.

We observe a mild performance boost in the trade-off
(HMEAN) by introducing XCoh with unsupervised condi-
tional sentence probability as the coherence function PCoh.
What if EDUCAT has more powerful coherence guidance
from XCoh? To test the limit of our method, we also up-
grade XCoh by directly replacing the original PCoh with
ENTSCORE (base), since the unsupervised sentence prob-
ability as the coherence measurement might be weak for
the story domain. Results indicate that using ENTSCORE
in XCoh leads to a clear boost in coherence (+30.20% in
ENTSCORE) and the trade-off (+14.95% in HMEAN). This
shows the potential of EDUCAT framework for this task

Ablation BLEU BERT ENTSl HMEAN

EDUCAT (GPT-2S) 39.82 72.35 31.72 35.31
EDUCAT (GPT-2M ) 44.05 74.06 32.28 37.26
– XCoh 44.20 74.27 31.44 36.74
– conflict detection 40.96 73.61 30.79 35.16
– both 41.34 73.82 29.80 34.63
+ XCoh w/ ENTSb 43.65 74.09 42.03 42.83

Table 5: Ablation study of EDUCAT in terms of con-
flict detection module and coherence score XCoh. We also
change the PCoh in XCoh to the trained discriminative met-
ric ENTSCORE.

given a robust discriminator, which is also similar to the ben-
efits of a strong reward function in reinforcement learning.
Nevertheless, to keep this method solely unsupervised with
only off-the-shelf models, we claim scores achieved by ED-
UCAT with the original XCoh as our major results, but with
much room for improvement.

4.4 Case Study
Finally, we show some of the samples produced by EDUCAT
against baselines in Figure 3 to make an intuitive comparison
and explore our method’s limitations. Although DELOREAN
also generates fluent counterfactual stories, it struggles at
maintaining the balance between minimal-edits and logical
consistency to the counterfactual context, and makes mas-
sive edits. In contrast, the discrete editing strategy EDUCAT
works far better than the gradient update-based method in
DELOREAN in terms of minimal edits.

In both cases, EDUCAT and CGMH conduct a hand-
ful of edits and yield fluent endings. In the first, EDUCAT
makes crucial and logical lexical edits, e.g., the sun’s posi-
tion should be low since it is evening in the altered condition
s′2, while CGMH and DELOREAN do not. EDUCAT shows
some commonsense knowledge, as one needs no air condi-
tioning as the weather starts to cool off, and park is a good
place to go in the evening (maybe for a walk). In the second,
DELOREAN does not generate valid story endings. CGMH
makes mistakes by changing “bad sport” to “head coach”,
whereas EDUCAT paraphrases it to “dirty player”.

5 Related Work
Constrained Text Generation Many research efforts
have been made to control the generation with various de-
sired properties. Most studies (Hu et al. 2018; Tan et al.
2020) train supervised models to inject constraints into gen-
eration. In this work, we focus on unsupervised constrained
generation, which is much more difficult. Recent unsu-
pervised generation relies heavily on pre-trained language
models (PLMs) (Radford et al. 2019; Keskar et al. 2019).
Dathathri et al. (2020) control the generation using an ex-
ternal attribute model that affects token decoding through
back-propagation. Qin et al. (2020) adopt this idea and ad-
just for this task by optimizing the sentence generation as a
whole through iterative forward and backward passes.

Another line of unsupervised constrained generation is
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S’3: Tom never gave up and kept playing.   
S’4: Peyton would always beat Tom at the game of football.   
S’5: Tom was a dirty player and once punched Peyton in the face. 

S’3: Tom never won.   
S’4: Peyton was a great player, but Tom was a great player.  
S’5: Tom was a great player and Peyton was a great player. 

S’3: Tom never gave up and kept practicing.  
S’4: Tom finally beat Peyton at a game of football.  
S’5: Peyton was a bad sport and punched Tom in the face. 

S1: Peyton and Tom played football often.  
S2: Tom always won for many years. 
S3: Peyton never gave up and kept practicing.  
S4: Peyton finally beat Tom at a game of football. 
S5: Tom was a bad sport and punched Peyton in the face. 

S’2: Peyton always won for many years. 

S’3: Tom never gave up and always kept fighting.  
S’4: Peyton beat Tom at the game of football.  
S’5: Tom was a head coach and punched him in the face. .

S’3: The sun was high in the sky. 
S’4: She decided she needed to go somewhere where there was air. 
S’5: She went to the beach.

S1: Gina had done everything she could think of to beat the heat. 
S2: And it was only noon. 
S3: The sun was still high in the sky.  
S4: She decided she needed to go where there was air conditioning.  
S5: She went inside a nearby cafe.

S’3: The sun was low in the sky.  
S’4: She decided that she needed to go somewhere where there was no air 
conditioning.  
S’5: She headed to the park.

S’2: Luckily, it was evening and starting to cool off.

S’3: The sun was still high in the sky.  
S’4: She decided she needed to go outside and get some fresh air. 
S’5: She went inside and got some fresh air.

S’3: The sun had gotten lower in the sky. 
S’4: She decided next time it was so hot she needed to go where there was 
air conditioning. 
S’5: So she planned to go inside a nearby cafe.

Figure 3: Two samples from the test set of TIMETRAVEL. We present the predictions of EDUCAT and baselines. Text in red
denotes the mistakes these models make.

search-based methods, including methods with constrained
beam search (Hokamp and Liu 2017; Lu et al. 2021) and
stochastic search. The former line of work is restricted to
lexical constraints, while the latter is more extendable. Miao
et al. (2019) first introduce Metropolis-Hastings sampling
into text generation and constrain the generation with sta-
tionary distributions. Zhang et al. (2020a) extend CGMH by
designing combinatorial constraints. Liu et al. (2020) model
the constraint generation as a discrete optimization problem,
which is solved with simulated annealing. To find edit po-
sitions, Sha (2020) define differentiable score functions and
use gradients to find edit positions and sample actions, while
He and Li (2021) train a position finding classifier with XL-
Net (Yang et al. 2019) for lexically constrained sentence
generation. In this paper, we mainly explore this line of work
to non-monotonic reasoning and generation tasks with in-
sights from causal analysis.

Causal Inference and NLP There is a recent surge of in-
terest in how NLP methodology can evaluate and estimate
causal effects and how causal inference can enhance current
natural language understanding and generation. Researchers
have studied how text can be used as a mediator, confounder,
treatment, or outcome (Grimmer, Messing, and Westwood
2017; Wood-Doughty, Shpitser, and Dredze 2018; Wu et al.
2020; Feder et al. 2021) to estimate causal effect under dif-
ferent contexts such as gender bias, etc. Another line of re-
search attempts to equip the current text generation mech-
anism with counterfactual reasoning ability. For instance,
Kaushik, Hovy, and Lipton (2020); Zeng et al. (2020) aug-
ment existing datasets to include counterfactual samples and
demonstrate better out of domain generalization ability on
tasks as sentimental classification, NER, etc. In terms of
work more related to ours (Zhu et al. 2020; Qin et al. 2019,

2020), they explored the counterfactual text generation tasks
such as counterfactual dialogue and story generation. Our
work adapts idea from both lines of researches.

6 Conclusion and Future Work
In this paper, we aim to balance the trade-off between logic
and minimal-edits in order to detect causal invariance in the
story rewriting task, which demands causal reasoning skills.
We propose EDUCAT, an editing-based unsupervised coun-
terfactual story rewriter using MCMC sampling. For detect-
ing causal invariance, EDUCAT is equipped with the abil-
ity of conflict detection and scores for coherence to con-
trol the edit proposals based on causal risk ratio, a mea-
sure of causal effects. Experiments on the TIMETRAVEL
dataset show that EDUCAT substantially outperforms unsu-
pervised SOTA methods in both automatic and human eval-
uation metrics, indicating the superiority of editing-based
methods in this task. Further ablation study stresses the im-
portance of the proposed causal reasoning components. Al-
though this work makes an attempt on automatic evaluation
of this task by proposing ENTSCORE, we highlight that fu-
ture research should prioritize on the automatic metrics for
this task, especially for unreferenced metrics.
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