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Abstract
Good representations can help RL agents perform concise
modeling of their surroundings, and thus support effective
decision-making in complex environments. Previous meth-
ods learn good representations by imposing extra constraints
on dynamics. However, in the causal perspective, the causa-
tion between the action and its effect is not fully considered in
those methods, which leads to the ignorance of the underlying
relations among the action effects on the transitions. Based on
the intuition that the same action always causes similar effects
among different states, we induce such causation by taking
the invariance of action effects among states as the relation.
By explicitly utilizing such invariance, in this paper, we show
that a better representation can be learned and potentially im-
proves the sample efficiency and the generalization ability of
the learned policy. We propose Invariant Action Effect Model
(IAEM) to capture the invariance in action effects, where the
effect of an action is represented as the residual of represen-
tations from neighboring states. IAEM is composed of two
parts: (1) a new contrastive-based loss to capture the under-
lying invariance of action effects; (2) an individual action ef-
fect and provides a self-adapted weighting strategy to tackle
the corner cases where the invariance does not hold. The ex-
tensive experiments on two benchmarks, i.e. Grid-World and
Atari, show that the representations learned by IAEM pre-
serve the invariance of action effects. Moreover, with the in-
variant action effect, IAEM can accelerate the learning pro-
cess by 1.6x, rapidly generalize to new environments by fine-
tuning on a few components, and outperform other dynamics-
based representation methods by 1.4x in limited steps.

Introduction
Despite recent progress on deep reinforcement learning,
sample-efficiency and generalization ability are still big
challenges in achieving a satisfactory performance, espe-
cially in environments with high-dimensional observation
space (Mnih et al. 2013, 2015). It has been proved both the-
oretically and empirically that learning policies from low-
dimensional features can be much more sample-efficient
than directly learning. A good representation can also im-
prove generalizability (Silver et al. 2016; Tassa et al. 2018).
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Such advantages motivate learning an abstract representa-
tion by encoding high-dimensional states into compressed
representations while retaining the most important informa-
tion for learning tasks (Biza et al. 2020).

Recent works (Srinivas, Laskin, and Abbeel 2020; Zhang
et al. 2020b) use self-supervised methods to learn abstract
states of visual observations, which can be divided into two
major categories: reconstruction-based and dynamics-based
approaches. Reconstruction-based approaches learn repre-
sentations by restoring the raw observations, but such rep-
resentations can be easily distracted by large amounts of
irrelevant information in observations(Higgins et al. 2017).
Dynamics-based approaches (Biza et al. 2020) filter the ir-
relevant information by grouping states that are indistin-
guishable w.r.t state sequences given any action sequences
tested. However, in the causal perspective, the causation be-
tween the action and its effect is ignored since those ap-
proaches learn action effects on each state individually. This
causation implies the underlying relations of action effects
in the representation space, which benefits the sample effi-
ciency and generalizability.

Based on the intuition that the same action always causes
similar effects among different states, we propose IAEM (In-
variant Action Effect Model) to utilize this causation in the
form of an invariance relation between action effects into
learning latent dynamics, where the effect of an action is
represented as the residual between the representations of
neighboring states. IAEM learns the invariance property for
RL environments with two components: (1) A new con-
trastive loss by viewing the action effect from the same ac-
tion as the positive samples and others as negative samples.
We show that with this contrastive loss, the invariance of the
action effect can be preserved in the residuals of the state
representations. (2) An individual action effect and a learn-
able weight for using the invariant action effect in practice,
which can reduce the discrepancy between the ideal invari-
ance property and the non-invariance in some marginal con-
ditions (e.g., when an agent moves towards a barrier, it will
stay put instead of moving through the barrier).

In summary, this paper makes the following key contribu-
tions:

• The IAEM is the first to learns an action effect disen-
tangled representation, which forming a better represen-
tation for learning policies and interpretability.
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• The IAEM outperforms baseline dynamics-based meth-
ods by showing 20% performance gains in Atari games
in limited 30M environment steps.

• The IAEM saves up to 40% samples compared with
baseline dynamics-based methods while reaching the
converged performance.

Related Work
Learning representation in RL has been widely studied in
high-dimensional observation settings. Reconstruction loss,
such as enforcing abstract states to recover observations
(Igl et al. 2018), is one of the most common constraints
used to guide the learning process (Corneil, Gerstner, and
Brea 2018; Hafner et al. 2019; Feng et al. 2021b). The
main disadvantage of reconstruction constraint is training
the decoder, which is time-consuming and usually not nec-
essary for decision-making tasks (van der Pol et al. 2020).
Dynamics-based representation learning, on the other hand,
aims to preserve the dynamics-related property in the latent
space. Self-supervised representation learning aims to group
states together without loss of that property (Anand et al.
2019; Kipf, van der Pol, and Welling 2020). To avoid erro-
neously grouping states, Gelada et al. (2019) includes both
the transition function and the reward function in grouping
states; François-Lavet et al. (2019) introduces an approxi-
mate entropy maximization penalty for abstract representa-
tions. van der Pol et al. (2020) defines action-equivalence for
better recovering the action effect in the latent space. How-
ever, these prevailing dynamics-based approaches do not
utilize the underlying relations of the action effects, which
leads to repeated learning of similar action effects. To solve
this problem, our IAEM represents the action effect as the
residual representations of neighboring states and uses con-
trastive learning to learn invariant action effects.

Contrastive-based representation learning in RL. Con-
trastive learning is a framework to learn representations or-
ganized by similarity and dissimilarity. In reinforcement
learning, structuring positive and negative samples for con-
trastive learning is a challenge. CURL (Srinivas, Laskin, and
Abbeel 2020) directly takes a state and its augmentations
as positives, but it didn’t utilize the dynamics information
in the samples. TCN and its variants (Sermanet et al. 2018;
Dwibedi et al. 2018) use an image and itself in another view
as positive, which is similar to CURL to some extend. Pre-
vious works do not utilize the dynamics information in RL,
which is an in-negligible feature of data in RL ((Feng et al.
2021a; Zhang et al. 2021)). In contrast, our IAEM consid-
ers the dynamics in defining positives and negatives, i.e. we
define the residual between two states to be positives or neg-
atives according to the action.

Preliminaries
Markov Decision Process (MDP). We describe the RL en-
vironment as an MDP with five-tuple ⟨S,A, P,R, γ⟩ (Bell-
man 1957), where S is a finite set of states;A is a finite set of
actions; P is the transition function with P (s′|s, a) denoting
the next-state distribution after taking action a in state s; R

is a reward function with R(s, a) denoting the expected im-
mediate reward gained by taking action a in state s; and γ ∈
[0, 1] is a discount factor. An agent chooses actions a accord-
ing to a policy a ∼ π(s), which updates the system state s′ ∼
P (s, a), yielding a reward r ∼ R(s, a). The agent’s goal is
to maximize the the expected cumulative return by learn-
ing a good policy maxπ,P E[γtR(st, at)]. The state-action
value Qπ of a policy π is the expected discounted reward of
executing action a from state s and subsequently following
policy π: Qπ(s, a) := R(s, a) + γEs′∼P,a′∼π [Qπ (s′, a′)].

Dynamics-based Representation Learning. The goal of
dynamics-based representation learning is to learn represen-
tations preserving the dynamics. In this paper, we approach
dynamics-based representation learning from the perspec-
tive of state abstractions. State abstractions can reduce the
size of a given problem’s state space by grouping together
similar states, which maps the state space S to a com-
pact representation space Z while preserving the reward
and dynamics (Dean and Givan 1997a). Bi-simulation and
bi-simulation metrics are different forms of state abstrac-
tions that group states according to “behaviorally equiva-
lent” and “behaviorally similar” (e.g., how similar the fu-
ture states and rewards are given the same action sequences).
A generalization of the mapping induced by bi-simulation
is the notion of MDP homomorphism (Randran and Barto
2004). MDP homomorphism were introduced by (Randran
and Barto 2001) as an extension of (Dean and Givan 1997b).
We use the definition of MDP homomorphism Given by
(Randran and Barto 2004) as follows:
Definition 1 (Deterministic MDP Homomorphism) The
deterministic MDP homomorphism from a deterministic
MDP M = ⟨S,A, P,R, γ⟩ to another deterministic MDP
M̄ = ⟨Z,AZ , PZ , RZ , γ⟩ is a tuple h = ⟨fS , fA⟩. In
this tuple, fS : S → Z is the state embedding function
and fA : A → AZ is the action embedding func-
tion. fS and fA hold the following identities for all
s, s′ ∈ S, a ∈ A : P (s, a) = s′ =⇒ PZ(fS(s), fA(a)) =
fS(s′), RZ(fS(s), fA(a)) = R(s, a).
Given samples (st, at, rt, st+1) from the environment, re-
cent works (François-Lavet et al. 2019; van der Pol et al.
2020) treat the MDP homomorphism as the following loss
on the transition and reward functions: (1) The transition
function preserving loss to minimize the distance between
the predicted abstract states and sampled abstract states. A
forward model PZ is built to predict the next state rep-
resentations based on the current state representations and
chosen actions as Ltransition = E(st,at,st+1)[PZ(fS(st), at) −
fS(st+1)]

2. (2) The reward function preserving loss to pre-
dict the true rewards based on the abstract states and ac-
tions as Lreward = E(st,at,rt+1)[RZ(fS(st), at) − rt]

2. (3)
The mode collapse preventing loss to prevent trivial solu-
tions, the distance between abstract states should be maxi-
mized as Lnorm = E(st,sk) max(0, ϵ− ∥fS(st)− fS(sk)∥2),
where sk is a random sample.

In this paper, we use θ, ϕ and ζ to parameterize the ab-
straction function fθS , the latent transition function and the
latent reward function RζZ respectively. We let PϕZ be the
form of PϕZ(z, a) = z+AϕZ(z, a), and letAϕZ : Z×A → AZ
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be a function mapping from the state representation and the
action into the action effect.

Invariant Action Effect Model
The Markov property in MDP guarantees that the state and
the action are the only causal parents of the action effect
and reward, which is represented by a graphical model in
previous work(Zhang et al. 2020a). However, such causal
modeling is insufficient since it does not fully consider the
causation between the action and the action effect. In RL
environments, there are several relations among different ac-
tions, including similarity and orthogonality, which also ex-
ist among the action effects due to this causation. In this
work, we learn representations by building the constraints
based on the relations, which requires fewer training data
and improves the generalization.

Our method contains two steps: First, we define the rela-
tions of action effects based on the intuition that the same
action often has a similar effect among different states. We
call the action effect invariant if the action effects on differ-
ent states but the same action are similar or even the same
and take the invariance as the prior knowledge of effects re-
lations. Second, we leverage MDP homomorphism to learn
representations and design a new contrastive loss to keep
the invariance of action effects, where action effects are the
residual of representations. Without loss of generality, we
consider deterministic MDPs with a discrete action space.

The statements of IAEM are organized in three steps: (1)
Keep the action effect invariant. (2) Adapt the invariant ac-
tion effect on marginal conditions. (3) Learn policies based
on the representations with the invariant action effect. These
three steps will be discussed in detail in the following sub-
sections.

Learning Invariant Action Effects
To learn representations with the invariant action effect,
we design a new contrastive loss for the action effects,
which views the action effects from the same action as
positive samples and those from different actions as neg-
ative samples. Given a set of experience tuples D =
{(st, at, rt, st+1)}Nt=1 by rolling out several initial policies,
we first pick a batch B = {(st, at), (sk, ak), (sm, am)} ∼ D
where {(st, at), (sk, ak)} are positive samples due to at =
ak and {(st, at), (sm, am)} are negative samples due to at ̸=
am. Based on this batch, we denote the action effect simi-
larity gt,k ≜ g(st, at, sk, ak) as follows:

g(st, at, sk, ak) = AϕZ(f
θ
S(st), at)

TAϕZ(f
θ
S(sk), ak)/τ.

(1)
With this similarity, we design our action contrastive loss
based on the InfoNCE loss (van den Oord, Li, and nyals
2018) as:

Linvariant(θ, ϕ) = E(st,at),(sk,ak),(sm,am)[− log
egt,k

egt,k + egt,m
].

(2)

With this new loss, the action effects AϕZ of the same ac-
tions will be similar and those of different actions will be
different.

Previous contrastive-based approaches calculate the simi-
larity g by treating its augmented data (Srinivas, Laskin, and
Abbeel 2020) or its neighboring states (Hénaff et al. 2019)
as the positive samples of a given state. In both cases, transi-
tion information of data in RL is not preserved. The absence
of the transition information results in representations los-
ing the dynamics-based relations among each other, which
violates the goal of preserving related information and thus
harms the ability for downstream tasks. By contrast, our
contrastive loss captures the difference between neighboring
states by taking neighboring states as sample pairs, which
preserves the transition information. What is more, this con-
trastive loss makes action effects of the same actions close,
which also preserves the relations of action effects. Repre-
sentations with such relations of action effects have better
generalization ability and are sample-efficient in training.

Adapting Invariant Action Effects
After defining how to learn an invariant action effect, we
study how to adapt such action effect in practical envi-
ronments. In many practical environments, there are some
marginal conditions where the invariant property of action
effects is not satisfied, e.g., when “moving” towards a bar-
rier, the learned invariant action effect is moving forward,
but the overall (actual) action effect is staying put. To bridge
this discrepancy between the invariant action effect and the
overall action effect, we introduce the individual action ef-
fect and the individual activation weight ω.

Individual Action Effect. We separate the action effect
AϕZ(z, a) into two parts: the invariant one and the individual
one. We let AϕZV (z, a) denote the invariant action effect and
rewrite the action effect similarity g(st, at, sk, ak) in Eq (1)
as
g(st, at, sk, ak) = AϕZV (f

θ
S(st), at)

TAϕZV (f
θ
S(sk), ak)/τ.

(3)

Then we let AϕZD (z, a) denote the individual action effect,
which can be combined to attain the overall action effect
AϕZ(z, a) as AϕZ(z, a) = AϕZV (z, a) + AϕZD (z, a). When
the functions AϕZV and AϕZD are optimized by gradient de-
scent, the tuple of the two action effects has a trivial solution
where the invariant action effect can be zero and the individ-
ual action effect equals to the overall action effect. Specif-
ically, suppose Aϕ

∗

Z (z, a) with parameter ϕ∗ is the ground-
truth overall action effect, the optimal invariant action ef-
fect should be Aϕ

∗

ZV (z, a0) = argminx E(s,a)∼D,a=a0∥x −
Aϕ

∗

Z (z, a)∥p. The optimal individual action effect should be
Aϕ

∗

ZD (z, a) = Aϕ
∗

Z (z, a)− Aϕ
∗

ZV (z, a). Since it is easy to get

a local minimum at ϕ̂ satisfying
(
Aϕ̂ZV (z, a), Aϕ̂ZD (z, a)

)
=(

0, Aϕ
∗

Z (z, a)
)

, we are prone to learn a trivial solution that
the invariant action effect collapse to a zero vector. To pre-
vent this trivial collapse, we propose a normalization con-
straint on the individual action effect, i.e. the effects are re-
stricted with L1 loss:

Lnorm-individual(θ, ϕ) = Es[∥AϕZD (f
θ
S(s), a)∥1] (4)
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Figure 1: The architecture of IAEM. Left: the complete view of dynamics-based representation learning. St represents the
observation, At represents the action, Zt represents the latent representation and Vt represents the value of St, which is the
output of the Q-learning algorithms. Right: the details of the dynamics in the representation space. We learn three variables
from the state representation and actions, including the invariant action effect ∆ZV , the individual action effect ∆ZD and its
weight ω. These variables are combined by the flow chart to compute the residual between two state representations ∆Z, where
× represents dot product and + represents addition.

With the gradient ∇ϕEs[∥AϕZD (f
θ
S(s), a)∥1] from the

loss (4), the gradient at ϕ̂ will not be zero, which prevents
the trivial collapse and forces the model to reach the target
solution ϕ∗.

Individual Activation Weight. Since the discrepancy
only occurs in limited states in RL environments, those non-
zero individual action effects should be activated in few
states. However, without any constraint, non-zero individ-
ual action effects are abused in states, which breaks the
invariance in action effects and leads to poor generaliza-
tion ability. To solve this problem, we introduce a dynamic
weight ω(z, a) ∈ [0, 1] that determines when to activate
the individual action effect by AϕZ(z, a) = AϕZV (z, a) +
ω(z, a)AϕZD (z, a). Though the normalization constraint on
the individual action effect can also help alleviate the prob-
lem slightly, ω(z, a) solves it by playing as a switch, which
is much more direct and convenient. With the switch vari-
able, we rewrite the transition loss as:

Ltransition(θ, ϕ) =E(s,a,s′)[z +AϕZV (z, a)

+ ω(z, a)AϕZD (z, a)− z′]2. (5)

After defining all proposed new losses, we combine the two
traditional losses Lreward and Lnorm in preliminary with our
proposed new losses to get the final optimization target of
dynamics as:

Ldynamics(θ, ϕ, ζ) =Linvariant(θ, ϕ) + Ltransition(θ, ϕ)

+ Lreward(θ, ζ) + Lnorm(θ)

+ Lnorm-individual(θ, ϕ) (6)

Notice that ϵ in Lnorm is a hyperparameter that controls the
scale of the embeddings and we set ϵ = 1 in this paper,
which follows previous works (van der Pol et al. 2020).

With these losses in the optimization target, the learned
representations can hold the invariance property of action

Algorithm 1: Invariant Action Effect Model (IAEM)

Input: D-empty replay buffer; θ, ϕ, ζ, ψ-initial network
parameters, which are the encoder function, dynamics
function, reward function and policy function respec-
tively; N -the number of epochs.
for epoch = 0 to N do

Get initial state s0
for step t = 0 to terminal do

Encode state zt = fϕS (st)
Execute action at = π(zt)
Record data: D ← D ∪ {st, at, rt, st+1}
Sample batch B ∼ D
Train dynamics, encoder and policy functions:
∆ϕ,∆θ,∆ζ,∆ψ = ∇ϕ, θ, ζ, ψ(Lall) by Eq (8)
Update parameters ϕ, θ, ζ, ψ with ∆ϕ,∆θ,∆ζ,∆ψ

end for
end for

effects, which benefits sample efficiency and generalization
ability. And the adaptation-related losses assure the invari-
ance on even marginal conditions, which is the key challenge
to practical RL environments.

Training Algorithms
In this subsection, we first introduce the policy learning pro-
cedure and then provide the complete algorithm training
procedure.

Policy Learning. The policy learning of IAEM could
benefit straightforwardly from using any other existing vari-
ant of DQN (Hessel et al. 2018) or actor-critic architectures
(Mnih et al. 2016). For fair and convenient comparison, we
combine our representation learning approach with the DQN
algorithm (Mnih et al. 2013) to devise a practical reinforce-
ment learning method. Letting QψZ : Z × A → R de-
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note the Q-value function in the representation space, and
Y = r + γmaxa Q

ψ
Z(f

θ
S(s′), a) denote the target value, the

Q-value function training is done by minimizing:

Lpolicy(θ, ψ) = E(s,a,r,s′)[Q
ψ
Z(z, a)− Y ]2 (7)

Notice that the gradient of loss (7) updates the parameters
of both the encoder and the Q-value function. The policy
π is derived from the learned value function Q as π(s) =

argmaxa Q
ψ
Z(fS(s), a).

Model Training. After defining the policy learning, we
conclude the complete training process in IAEM. We train
IAEM by updating three components: the Q-value func-
tion QψZ , the encoder fθS and the latent dynamics model
(PVZ , P

D
Z ,ω). At each training step, a sum of the aforemen-

tioned losses are minimized using gradient descent:

Lall(θ, ϕ, ζ, ψ) = Ldynamics(θ, ϕ, ζ) + Lpolicy(θ, ψ) (8)

After each training step, the policy π is used to step in the
environment, the data is collected in a replay buffer D, and
a batch is randomly selected to repeat training.

The detailed learning procedure is shown in Algorithm
1. Notice that our method could be combined with any RL
algorithm in principle, including the policy gradient algo-
rithms. Implementation details and hyperparameter values
of IAEM are summarized in the appendix A.

Figure 2: State observations for labyrinth task and Atari
Games. Left: a simple task with 3 × 3 size. Middle: a dif-
ficult task with 8× 8 size. In the labyrinth, the agent aims to
bypass the grey wall and then reach the brown door. Right:
an example of the Atari Games, the Pong. The goal of both
two boards is to hit back the ball.

Experiments
We evaluate the performance, sample efficiency, and the
generalization ability of IAEM on two widely-used bench-
marks: Grid-World and Atari games. The Grid-World is a
simple and typical environment that is convenient to visu-
alize the learned representations and verify the advantages
of the proposed model in few environment steps. The Atari
Game is the most common benchmark to investigate the per-
formance in pixel-based complex environments, where pre-
vious works provide many standard baseline algorithms. We
evaluate our IAEM on two indexes: (1) Evaluating sample-
efficiency by measuring how many steps it takes the best per-
forming baselines to match IAEM performance in limited
20k (Grid-World) or 30M (Atari) steps and (2) Evaluating
performance by measuring the ratio of the episode returns
achieved by IAEM versus the best performing baselines at
limited steps.

Baselines. We compare IAEM with two dynamics-based
approaches (CRAR, PRAE) and one model-free algorithm
(DQN): (1) DQN (Mnih et al. 2013) is the policy learn-
ing algorithm used in the two dynamics-based approaches,
which can be seen as the blank control without any dy-
namics constraints. DQN takes visual observations as in-
puts directly and outputs the Q(s, a) for policy learning. (2)
PRAE (van der Pol et al. 2020) is a sota dynamics-based
approach that builds an MDP homomorphism by keeping
action-equivalence. PRAE learns a plannable MDP homo-
morphism with a dynamics-related constraint. (3) CRAR
(François-Lavet et al. 2019) is another sota dynamics-based
approach that captures the relation of the action effects in
some toy environments by designing a Cosine-based simi-
larity constraint.

Environment. Grid-World. We use a labyrinth MDP as
a pixel-based Grid-World for convenient visualization of
the representations, where the dynamic is a discrete state
MDP. Fig. 2 shows their visual observation respectively and
the following will give a detailed description. Labyrinth
Env. The agent moves towards the four cardinal directions
through four actions, except when the agent reaches the bar-
riers (grey) or the wall (black), whose goal is to reach the
door. In every step, the reward r = 100 if the agent reaches
the door and r = −1 otherwise. The episode ends if the
agent reaches the door or has taken more than 50 steps. The
starting positions are selected randomly when a new episode
starts. Atari. Compared to the Grid-World, Atari (Bellemare
et al. 2012) is much more complex in both dynamics and ob-
servations. We experiment with IAEM in 8 different games
of Atari.

Implement Details. For the network architecture in Grid-
World, we use the same network architecture as that in the
two dynamics-based baselines. For the network architecture
in Atari, we use a state-of-the-art DQN baseline dopamine
(Castro et al. 2018). We directly make improvements based
on dopamine. Following the preprocessing pipeline of previ-
ous works, we down-sample frames to 84 × 84 pixels, con-
vert them to gray-scale, and stack 4 consecutive frames as
one observation. More detailed architectural hyperparame-
ters can be found in the appendix A.

Performance
The results in Fig. 3(a) show that our IAEM outperforms
all three baselines by a large margin. Additionally, the re-
sults in Fig. 3(b) show the transition loss of three dynamics-
based approaches, where the transition loss curves are sig-
nificantly consistent with the performance curves. This con-
sistency implies that a low transition loss helps to learn a
good policy, which indicates that our IAEM achieves good
performance by the well-learned latent dynamics. Moreover,
in Atari Games, IAEM outperforms baselines by 1.4x gains
averagely and achieves significant improvements on the ma-
jority (75%) in Fig. 4.

Sampling Efficiency
The results in Fig. 4 show that IAEM surpasses the best
baseline on the sample efficiency in all eight games. In some
games, we can use 65% to 80% fewer samples to reach the
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Figure 3: Comparison of IAEM and baselines in Grid-World. Left: The comparison on averaged scores. IAEM can reach the
optimal policy in 4000 time-steps while others need at least 6000 time-steps. Middle: The comparison on the transition loss.
Optimization of the transition constraint in IAEM is faster than it in other baselines. Right: The ablation study on the invariant
action effect. We deactivate the invariant action effect for ablation study, and the result shows that this component contributes
to the IAEM sample efficiency.
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Figure 4: The comparison on scores and samples in Atari
games. Blue: The ratio of IAEM to the best baseline on
scores. Green: The ratio of IAEM to the best baseline on
samples.

same performances while in others the percents the ratio of
saved samples is still more than 13%. Detailed results on
sample efficiency can be found in appendix B.

IAEM outperforms those three baselines for the follow-
ing reasons: (1) DQN learns policy directly from high-
dimensional observations but IAEM learns from low-
dimensional representations, which can alleviate the distur-
bance from irrelevant information; (2) PRAE learns repre-
sentations without any prior knowledge about the action ef-
fect, which causes repeating learning in the same action ef-
fect among states, in contrast, IAEM saves samples by intro-
ducing the invariance relation in representations; (3) CRAR
tries to introduce the relation of the action effect in the
form of cos-based similarity, which suffers from the discrep-
ancy problem and mainly works in toy environments. IAEM
solves this problem by introducing the individual action ef-
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Figure 5: The generalization study for IAEM invariant ac-
tion effect component. Left: A new environment of the same
size but with different barriers. Right: A new environment of
a larger size. The reported score is the mean of the running
average of 3 independent runs.

fect and the switch variable ω.

Illustration of Generalization
The IAEM architecture has the advantage of explicitly train-
ing its different components, and hence can be used for gen-
eralization by retraining some of its components to adjust to
new environments. In particular, one can enforce that states
related to the same underlying dynamics but in different en-
vironments (e.g., a larger-size environment) are mapped into
the representation space with a shared invariant action effect.
In that case, an agent trained in a small environment can be
deployed in a complex and large setting with limited train-
ing.

To illustrate the possibility of using the IAEM for gen-
eralization, we consider putting the agent into the two set-
tings after pretraining: (1) environments with the same size
but barriers in different positions. (2) environments with a
larger size and more barriers, such as the middle of Fig. 2.
In the second set, the env-1 experience available to the agent
is converted to the Env-3 version (the larger version) by
padding the blank space. On the first 1e4 steps, training is
done on the original environment (Env-1) while for the re-
maining 1e4 steps, training is done on the new environments
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Figure 6: Left: The ablation study for IAEM on sample-efficiency in various Atari games. Right: The architectures of the
dynamics deactivating some components. Results show that ω, the individual action effect and the invariant action effect all
contribute to the IAEM sample-efficiency.

(Env-2 and Env-3).
Fig. 5 shows that, with the generalization procedure, lit-

tle retraining is sufficient in contrast to directly learning. We
take CRAR (François-Lavet et al. 2019) as the baseline since
it also claims the generalization ability with only replac-
ing some components. IAEM outperforms CRAR because
CRAR can only generalize in environments with different
rendering but doesn’t learn a generalizable action effect w.r.t
a fixed dynamics mechanism.

Visualization of Learned Representations

four actions: four actions: 

Figure 7: Learned abstract states and actions of two different
approaches in the labyrinth task. Left: IAEM. Right: PRAE.
The two learned representations are trained with the same
steps.

To understand the benefits from the invariant action effect,
we visualize the learned representations in Fig. 7, where
vertex represent the state representations z, edges represent
the action effects AϕZ(z, a) and colors represent the action
classes. The representations in the two figures are trained
with the same steps in the same environment. Results show
that: (1) The directions of edges are clustered by their col-
ors, which verifies that we get invariant action effects in the
representation space by the contrastive-based loss. Addition-
ally, the learned action effect can be easily reused in other
states since they are similar. (2) The vertex are connected

concretely by the edges, which means that we get concise
dynamics in the representation space and verifies that the in-
dividual action effects work on making up the discrepancy.
In the perspective of disentanglement, the learned represen-
tation disentangles the overall action effect by splitting it
into the invariant one and the individual one. In contrast, in
PRAE the learned representations are less interpretable and
the action effects cannot be reused.

Ablation Study

To evaluate the contribution of each component, we per-
form an ablation study for IAEM. The results in Fig. 3(c)
show that the invariant component contributes to the opti-
mization of both the transition loss and the policy loss. Fur-
thermore, in Fig. 6 we deactivate more components in Atari,
including the invariant action effect, the switch variable ω,
the normalization constraint for the individual action effect,
and the whole individual action effect. Results show that all
these components contribute to the IAEM sample efficiency,
where the invariant action effect plays the most important
role in IAEM.

Conclusion
In this paper, we propose an effective approach IAEM to ad-
dress the problems of sample efficiency and generalization
in dynamics-based approaches of learning abstract represen-
tations. The main idea of IAEM is to capture the invariance
relations between action effects, through which we learn in-
variant action effects and build an architecture to use this
effect in practice. Extensive experiments on the Grid-World
and Atari demonstrate that our IAEM outperforms other
state-of-the-art dynamics-based approaches, saves samples,
and has great generalization ability. Moreover, IAEM can be
adapted into more RL algorithms, including policy gradient
algorithms and model-based approaches.
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