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Abstract

Several recent works have been dedicated to unsupervised rein-
forcement learning in a single environment, in which a policy
is first pre-trained with unsupervised interactions, and then
fine-tuned towards the optimal policy for several downstream
supervised tasks defined over the same environment. Along
this line, we address the problem of unsupervised reinforce-
ment learning in a class of multiple environments, in which
the policy is pre-trained with interactions from the whole class,
and then fine-tuned for several tasks in any environment of
the class. Notably, the problem is inherently multi-objective
as we can trade off the pre-training objective between environ-
ments in many ways. In this work, we foster an exploration
strategy that is sensitive to the most adverse cases within the
class. Hence, we cast the exploration problem as the maxi-
mization of the mean of a critical percentile of the state vis-
itation entropy induced by the exploration strategy over the
class of environments. Then, we present a policy gradient
algorithm, αMEPOL, to optimize the introduced objective
through mediated interactions with the class. Finally, we em-
pirically demonstrate the ability of the algorithm in learning to
explore challenging classes of continuous environments and
we show that reinforcement learning greatly benefits from the
pre-trained exploration strategy w.r.t. learning from scratch.

1 Introduction
The typical Reinforcement Learning (RL, Sutton and Barto
2018) setting involves a learning agent interacting with an en-
vironment in order to maximize a reward signal. In principle,
the reward signal is a given and perfectly encodes the task. In
practice, the reward is usually hand-crafted, and designing it
to make the agent learn a desirable behavior is often a huge
challenge. This poses a serious roadblock on the way of au-
tonomous learning, as any task requires a costly and specific
formulation, while the synergy between solving one RL prob-
lem and another is very limited. To address this crucial lim-
itation, several recent works (Mutti, Pratissoli, and Restelli
2021; Liu and Abbeel 2021b,a; Seo et al. 2021; Yarats et al.
2021) have been dedicated to unsupervised RL. In this frame-
work, originally envisioned in (Hazan et al. 2019; Mutti and
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Restelli 2020), the agent first pre-trains its policy by taking a
large amount of unsupervised interactions with the environ-
ment (unsupervised pre-training). Then, the pre-trained pol-
icy is transferred to several downstream tasks, each of them
defined through a reward function, and the agent has to learn
an optimal policy by taking additional supervised interac-
tions with the environment (supervised fine-tuning). Whereas
most of the existing works in unsupervised RL (Campos et al.
(2021) make for a notable exception) converged to a straight-
forward fine-tuning strategy, in which the pre-trained policy
is employed as an exploratory initialization of a standard RL
algorithm, there is lesser consensus on which unsupervised
objective is best suited for the pre-training phase. Traditional
intrinsic motivation bonuses that were originally designed
to address exploration in supervised RL (e.g., Pathak et al.
2017; Burda et al. 2019) can be employed in the unsuper-
vised RL setting as well (Laskin et al. 2021). However, these
bonuses are designed to vanish over time, which makes it
hard to converge to a stable policy during the unsupervised
pre-training. The Maximum State Visitation Entropy (MSVE,
Hazan et al. 2019) objective, which incentives the agent to
learn a policy that maximizes the entropy of the induced state
visitation, emerged as a powerful alternative in both contin-
uous control and visual domains (Laskin et al. 2021). The
intuition underlying the MSVE objective is that a pre-trained
exploration strategy should visit with high probability any
state where the agent might be rewarded in a subsequent
supervised task, so that the fine-tuning to the optimal policy
is feasible. Although unsupervised pre-training methods ef-
fectively reduce the reliance on a reward function and lead to
remarkable fine-tuning performances w.r.t. RL from scratch,
all of the previous solutions to unsupervised RL assume the
existence of a single environment.

In this work, we aim to push the generality of this frame-
work even further, by addressing the problem of unsupervised
RL in multiple environments. In this setting, during the pre-
training the agent faces a class of reward-free environments
that belong to the same domain but differ in their transition
dynamics. At each turn of the learning process, the agent
is drawn into an environment within the class, where it can
interact for a finite number of steps before facing another turn.
The ultimate goal of the agent is to pre-train an exploration
strategy that helps to solve any subsequent fine-tuning task
that can be specified over any environment of the class.
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Our contribution to the problem of unsupervised RL in
multiple environments is three-fold: First, we frame the prob-
lem into a tractable formulation (Section 4), then, we pro-
pose a methodology to address it (Section 5), for which we
provide a thorough empirical evaluation (Section 6). Specif-
ically, we extend the pre-training objective to the multiple-
environments setting. Notably, when dealing with multiple en-
vironments the pre-training becomes a multi-objective prob-
lem, as one could establish any combination of preferences
over the environments. Previous unsupervised RL methods
would blindly optimize the average of the pre-training ob-
jective across the class, implicitly establishing a uniform
preference. Instead, in this work we consider the mean of a
critical percentile of the objective function, i.e., its Condi-
tional Value-at-Risk (CVaR, Rockafellar, Uryasev et al. 2000)
at level α, to prioritize the performance in particularly rare or
adverse environments. In line with the MSVE literature, we
chose the CVaR of the induced state visitation entropy as the
pre-training objective, and we propose a policy gradient algo-
rithm (Deisenroth, Neumann, and Peters 2013), α-sensitive
Maximum Entropy POLicy optimization (αMEPOL), to opti-
mize it via mere interactions with the class of environments.
As in recent works (Mutti, Pratissoli, and Restelli 2021; Liu
and Abbeel 2021b; Seo et al. 2021), the algorithm employs
non-parametric methods to deal with state entropy estimation
in continuous and high-dimensional environments. Then, it
leverages these estimated values to optimize the CVaR of the
entropy by following its policy gradient (Tamar, Glassner, and
Mannor 2015). Finally, we provide an extensive experimental
analysis of the proposed method in both the unsupervised
pre-training over classes of multiple environments, and the su-
pervised fine-tuning over several tasks defined over the class.
The exploration policy pre-trained with αMEPOL allows to
solve sparse-rewards tasks that are impractical to learn from
scratch, while consistently improving the performance of a
pre-training that is blind to the unfavorable cases.

2 Related Work
In this section, we revise the works that relates the most with
the setting of unsupervised RL in multiple environments. A
more comprehensive discussion can be found in Appendix A.

In a previous work, Rajendran et al. (2020) considered a
learning process composed of agnostic pre-training (called a
practice) and supervised fine-tuning (a match) in a class of
environments. However, in their setting the two phases are
alternated, and the supervision signal of the matches allows
to learn the reward for the practice through a meta-gradient.

Parisi et al. (2021) addresses the unsupervised RL in mul-
tiple environments concurrently to our work. Whereas their
setting is akin to ours, they come up with an essentially or-
thogonal solution. Especially, they consider a pre-training
objective inspired by count-based methods (Bellemare et al.
2016) in place of our entropy objective. Whereas they de-
sign a specific bonus for the multiple-environments setting,
they essentially establish a uniform preference over the class
instead of prioritizing the worst-case environment as we do.

Finally, our framework resembles the meta-RL setting
(Finn, Abbeel, and Levine 2017), in which we would call
meta-training the unsupervised pre-training, and meta-testing

the supervised fine-tuning. However, none of the existing
works combine unsupervised meta-training (Gupta et al.
2018a) with a multiple-environments setting.

3 Preliminaries
A vector v is denoted in bold, and vi stands for its i-th entry.

Probability and Percentiles Let X be a random variable
distributed according to a cumulative density function (cdf)
FX(x) = Pr(X ≤ x). We denote with E[X], Var[X]
the expected value and the variance of X respectively. Let
α ∈ (0, 1) be a confidence level, we call the α-percentile
(shortened to α%) of the variable X its Value-at-Risk (VaR),
which is defined as

VaRα(X) = inf
{
x | FX(x) ≥ α

}
.

Analogously, we call the mean of this same α-percentile the
Conditional Value-at-Risk (CVaR) of X ,

CVaRα(X) = E
[
X | X ≤ VaRα(X)

]
.

Markov Decision Processes A Controlled Markov Pro-
cess (CMP) is a tuple M := (S,A, P,D), where S is
the state space, A is the action space, the transition model
P (s′|a, s) denotes the conditional probability of reaching
state s′ when selecting action a in state s, and D is the
initial state distribution. The behavior of an agent is de-
scribed by a policy π(a|s), which defines the probability
of taking action a in s. Let Π be the set of all the poli-
cies. Executing a policy π in a CMP over T steps generates
a trajectory τ = (s0,τ , a0,τ , . . . , aT−2,τ , sT−1,τ ) such that
pπ,M(τ) = D(s0,τ )

∏T−1
t=0 π(at,τ |st,τ )P (st+1,τ |st,τ , at,τ )

denotes its probability. We denote the state-visitation fre-
quencies induced by τ with dτ (s) = 1

T

∑T−1
t=0 1(st,τ = s),

and we call dMπ = Eτ∼pπ,M [dτ ] the marginal state distri-
bution. We define the differential entropy (Shannon 1948)
of dτ as H(dτ ) = −

∫
S dτ (s) log dτ (s) ds. For simplicity,

we will write H(dτ ) as a random variable Hτ ∼ δ(h −
H(dτ ))pπ,M(τ), where δ(h) is a Dirac delta.

By coupling a CMPMwith a reward functionRwe obtain
a Markov Decision Process (MDP, Puterman 2014)MR :=
M∪R. Let R(s, a) be the expected immediate reward when
taking a ∈ A in s ∈ S and let R(τ) =

∑T−1
t=0 R(st,τ ), the

performance of a policy π over the MDPMR is defined as

JMR(π) = E
τ∼pπ,M

[
R(τ)

]
. (1)

The goal of reinforcement learning (Sutton and Barto 2018)
is to find an optimal policy π∗J ∈ arg maxJMR(π) through
sampled interactions with an unknown MDPMR.

4 Unsupervised RL in Multiple Environments
Let M = {M1, . . . ,MI} be a class of unknown CMPs,
in which every elementMi = (S,A, Pi, D) has a specific
transition model Pi, while S,A, D are homogeneous across
the class. At each turn, the agent is able to interact with a sin-
gle environmentM∈M. The selection of the environment
to interact with is mediated by a distribution pM over M,
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Figure 1: On the left, we highlight the unsupervised pre-training, in which the agent iteratively interacts with a CMPM∈M
drawn from pM. The pre-trained policy π∗E conveys the initialization to the subsequent supervised fine-tuning (on the right),
which outputs a reward maximizing policy π∗J for an MDPM∪R that pairsM∈M with an arbitrary reward function R.

outside the control of the agent. The aim of the agent is to
pre-train an exploration strategy that is general across all the
MDPsMR one can build upon M. In a single-environment
setting, this problem has been assimilated to learning a policy
that maximizes the entropy of the induced state visitation
frequencies (Hazan et al. 2019; Mutti and Restelli 2020).
One can straightforwardly extend the objective to multiple
environments by considering the expectation over the class of
CMPs, EM(π) = EM∼pM

τ∼pπ,M

[
Hτ

]
, where the usual entropy

objective over the single environmentMi can be easily re-
covered by setting pMi = 1. However, this objective function
does not account for the tail behavior of Hτ , i.e., for the per-
formance in environments of M that are rare or particularly
unfavorable. This is decidedly undesirable as the agent may
be tasked with an MDP built upon one of these adverse en-
vironments in the subsequent supervised fine-tuning, where
even an optimal strategy w.r.t. EM(π) may fail to provide
sufficient exploration. To overcome this limitation, we look
for a more nuanced exploration objective that balances the
expected performance with the sensitivity to the tail behav-
ior. By taking inspiration from the risk-averse optimization
literature (Rockafellar, Uryasev et al. 2000), we consider the
CVaR of the state visitation entropy induced by π over M,

EαM(π) = CVaRα(Hτ )

= E
M∼pM
τ∼pπ,M

[
Hτ | Hτ ≤ VaRα(Hτ )

]
, (2)

where α is a confidence level and E1
M(π) := EM(π). The

lower we set the value of α, the more we hedge against the
possibility of a bad exploration outcome in someM∈M.
In the following sections, we propose a method to effectively
learn a policy π∗E ∈ arg max EαM(π) through mere interac-
tions with M, and we show how this serves as a pre-training
for RL (the full process is depicted in Figure 1). A prelimi-
nary theoretical characterization of the problem of optimizing
EαM(π) is provided in Appendix B.

5 A Policy Gradient Approach
In this section, we present an algorithm, called α-sensitive
Maximum Entropy POLicy optimization (αMEPOL), to opti-
mize the exploration objective in (2) through mediated inter-
actions with a class of continuous environments.
αMEPOL operates as a typical policy gradient approach

(Deisenroth, Neumann, and Peters 2013). It directly searches
for an optimal policy by navigating a set of parametric dif-
ferentiable policies ΠΘ := {πθ : θ ∈ Θ ⊆ Rn}. It does

so by repeatedly updating the parameters θ in the gradient
direction, until a stationary point is reached. This update has
the form

θ′ = θ + β∇θEαM(πθ),

where β is a learning rate, and ∇θEαM(πθ) is the gradient
of (2) w.r.t. θ. The following proposition provides the for-
mula of ∇θEαM(πθ). The derivation follows closely the one
in (Tamar, Glassner, and Mannor 2015, Proposition 1), which
we have adapted to our objective function of interest (2).
Proposition 5.1. The policy gradient of the exploration ob-
jective EαM(πθ) w.r.t. θ is given by

∇θEαM(πθ) = E
M∼pM
τ∼pπθ ,M

[( T−1∑
t=0

∇θ log πθ(at,τ |st,τ )

)

×
(
Hτ −VaRα(Hτ )

)∣∣∣∣Hτ ≤ VaRα(Hτ )

]
.

However, in this work we do not assume full knowledge
of the class of CMPs M, and the expected value in Proposi-
tion 5.1 cannot be computed without having access to pM
and pπθ,M. Instead, αMEPOL computes the policy update
via a Monte Carlo estimation of∇θEαM from the sampled in-
teractions {(Mi, τi)}Ni=1 with the class of environments M.
The policy gradient estimate itself relies on a Monte Carlo
estimate of each entropy value Hτi from τi, and a Monte
Carlo estimate of VaRα(Hτ ) given the estimated {Hτi}Ni=1.
The following paragraphs describe how these estimates are
carried out, while Algorithm 1 provides the pseudocode of
αMEPOL. Additional details and implementation choices
can be found in Appendix D.

Entropy Estimation We would like to compute the en-
tropy Hτi of the state visitation frequencies dτi from a single
realization {st,τi}T−1

t=0 ⊂ τi. This estimation is notoriously
challenging when the state space is continuous and high-
dimensional S ⊆ Rp. Taking inspiration from recent works
pursuing the MSVE objective (Mutti, Pratissoli, and Restelli
2021; Liu and Abbeel 2021b; Seo et al. 2021), we employ
a principled k-Nearest Neighbors (k-NN) entropy estima-
tor (Singh et al. 2003) of the form

Ĥτi ∝ −
1

T

T−1∑
t=0

log
k Γ(p2 + 1)

T
∥∥st,τi − sk-NN

t,τi

∥∥p π p2 , (3)

where Γ is the Gamma function, ‖·‖ is the Euclidean distance,
and sk-NN

t,τi ∈ τi is the k-nearest neighbor of st,τi . The intu-
ition behind the estimator in (3) is simple: We can suppose
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Algorithm 1: αMEPOL
Input: percentile α, learning rate β
Output: policy πθ

1: initialize θ
2: for epoch = 0, 1, . . ., until convergence do
3: for i = 1, 2, . . . , N do
4: sample an environmentMi ∼ pM
5: sample a trajectory τi ∼ pπθ,Mi

6: estimate Hτi with (3)
7: end for
8: estimate VaRα(Hτ ) with (4)
9: estimate∇θEαM(πθ) with (5)

10: update parameters θ ← θ + β∇̂θEαM(πθ)
11: end for

the state visitation frequencies dτi to have a high entropy as
long as the average distance between any encountered state
and its k-NN is large. Despite its simplicity, a Euclidean met-
ric suffices to get reliable entropy estimates in continuous
control domains (Mutti, Pratissoli, and Restelli 2021).

VaR Estimation The last missing piece to get a Monte
Carlo estimate of the policy gradient∇θEαM is the value of
VaRα(Hτ ). Being H[1], . . . ,H[N ] the order statistics out of
the estimated values {Ĥτi}Ni=1, we can naı̈vely estimate the
VaR as

V̂aRα(Hτ ) = H[dαNe]. (4)

Albeit asymptotically unbiased, the VaR estimator in (4)
is known to suffer from a large variance in finite sample
regimes (Kolla et al. 2019), which is aggravated by the error
in the upstream entropy estimates, which provide the order
statistics. This variance is mostly harmless when we use the
estimate to filter out entropy values beyond the α%, i.e., the
condition Hτ ≤ VaRα(Hτ ) in Proposition 5.1. Instead, its
impact is significant when we subtract it from the values
within the α%, i.e., the term Hτ − VaRα(Hτ ) in Proposi-
tion 5.1. To mitigate this issue, we consider a convenient
baseline b = −VaRα(Hτ ) to be subtracted from the latter,
which gives the Monte Carlo policy gradient estimator

∇̂θEαM(πθ) =
N∑
i=1

fτi Ĥτi 1(Ĥτi ≤ V̂aRα(Hτ )), (5)

where fτi =
∑T−1
t=0 ∇θ log πθ(at,τi |st,τi). Notably, the base-

line b trades off a lower estimation error for a slight additional
bias in the estimation (5). We found that this baseline leads
to empirically good results and we provide some theoretical
corroboration over its benefits in Appendix D.1.

6 Empirical Evaluation
We provide an extensive empirical evaluation of the proposed
methodology over the two-phase learning process described
in Figure 1, which is organized as follows:

6.1 We show the ability of our method in pre-training an
exploration policy in a class of continuous gridworlds,
emphasizing the importance of the percentile sensitivity;

6.2 We discuss how the choice of the percentile of interest
affects the exploration strategy;

6.3 We highlight the benefit that the pre-trained strategy pro-
vides to the supervised fine-tuning on the same class;

6.4 We verify the scalability of our method with the size of the
class, by considering a class of 10 continuous gridworlds;

6.5 We verify the scalability of our method with the dimen-
sionality of the environments, by considering a class of
29D continuous control Ant domains;

6.6 We verify the scalability of our method with visual inputs,
by considering a class of 147D MiniGrid domains;

6.7 We show that the pre-trained strategy outperforms a pol-
icy meta-trained with MAML (Finn, Abbeel, and Levine
2017; Gupta et al. 2018a) on the same class.

A thorough description of the experimental setting is provided
in Appendix E.

6.1 Unsupervised Pre-Training with Percentile
Sensitivity

We consider a class M composed of two different configura-
tions of a continuous gridworld domain with 2D states and
2D actions, which we call the GridWorld with Slope. In each
configuration, the agent navigates through four rooms con-
nected by narrow hallways, by choosing a (bounded) incre-
ment along the coordinate directions. A visual representation
of the setting can be found in Figure 2a, where the shaded ar-
eas denote the initial state distribution and the arrows render
a slope that favors or contrasts the agent’s movement. The
configuration on the left has a south-facing slope, and thus
it is called GridWorld with South slope (GWS). Instead, the
one on the right is called GridWorld with North slope (GWN)
as it has a north-facing slope. This class of environments is
unbalanced (and thus interesting to our purpose) for two rea-
sons: First, the GWN configuration is more challenging from
a pure exploration standpoint, since the slope prevents the
agent from easily reaching the two bottom rooms; secondly,
the distribution over the class is also unbalanced, as it is
pM = [Pr(GWS), P r(GWN)] = [0.8, 0.2]. In this setting,
we compare αMEPOL against MEPOL (Mutti, Pratissoli,
and Restelli 2021), which is akin to αMEPOL with α = 1,1
to highlight the importance of percentile sensitivity w.r.t. a
naı̈ve approach to the multiple-environments scenario. The
methods are evaluated in terms of the state visitation entropy
E1
M induced by the exploration strategies they learn.
In Figure 2, we compare the performance of the optimal ex-

ploration strategy obtained by running αMEPOL (α = 0.2)
and MEPOL for 150 epochs on the GridWorld with Slope
class (pM = [0.8, 0.2]). We show that the two methods
achieve a very similar expected performance over the class
(Figure 2b). However, this expected performance is the re-
sult of a (weighted) average of very different contributions.
As anticipated, MEPOL has a strong performance in GWS
(pM = [1, 0], Figure 2c), which is close to the configuration-
specific optimum (dashed line), but it displays a bad showing
in the adverse GWN (pM = [0, 1], Figure 2d). Conversely,

1The pseudocode is identical to Algorithm 1 except that all
trajectories affect the gradient estimate in (5).
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Figure 2: Pre-training performance E1
M obtained by αMEPOL (α = 0.2) and MEPOL in the GridWorld with Slope domain (a).

The polices are trained on (b) and tested on (b, c, d). The dashed lines in (c, d) represent the optimal performance. The empirical
distribution having mean in (b) is reported in (e). The behaviour of αMEPOL with different α is reported in (f). For every plot,
we provide 95% c.i. over 10 runs.

αMEPOL learns a strategy that is much more robust to the
configuration, showing a similar performance in GWS and
GWN, as the percentile sensitivity prioritizes the worst case
during training. To confirm this conclusion, we look at the ac-
tual distribution that is generating the expected performance
in Figure 2b. In Figure 2e, we provide the empirical distri-
bution of the trajectory-wise performance (Hτ ), considering
a batch of 200 trajectories with pM = [0.8, 0.2]. It clearly
shows that MEPOL is heavy-tailed towards lower outcomes,
whereas αMEPOL concentrates around the mean. This sug-
gests that with a conservative choice of α we can induce
a good exploration outcome for every trajectory (and any
configuration), while without percentile sensitivity we cannot
hedge against the risk of particularly bad outcomes. However,
let us point out that not all classes of environments would
expose such an issue for a naı̈ve, risk-neutral approach (see
Appendix E.4 for a counterexample), but it is fair to assume
that this would arguably generalize to any setting where there
is an imbalance (either in the hardness of the configurations,
or in their sampling probability) in the class. These are the
settings we care about, as they require nuanced solutions
(e.g., αMEPOL) for scenarios with multiple environments.

6.2 On the Value of the Percentile
In this section, we consider repeatedly training αMEPOL
with different values of α in the GridWorld with Slope do-
main, and we compare the resulting exploration performance
E1
M as before. In Figure 2f, we can see that the lower α we

choose, the more we prioritize GWN (right bar for every α) at
the expense of GWS (left bar). Note that this trend carries on
with increasing α, ending in the values of Figures 2c, 2d. The
reason for this behavior is quite straightforward, the smaller
is α, the larger is the share of trajectories from the adverse
configuration (GWN) ending up in the percentile at first, and

thus the more GWN affects the policy update (see the gradi-
ent in (5)). Note that the value of the percentile α should not
be intended as a hyper-parameter to tune via trial and error,
but rather as a parameter to select the desired risk profile of
the algorithm. Indeed, there is not a way to say which of the
outcomes in Figure 2f is preferable, as they are all reasonable
trade-offs between the average and worst-case performance,
which might be suited for specific applications. For the sake
of consistency, in every experiment of our analysis we report
results with a value of α that matches the sampling proba-
bility of the worst-case configuration, but similar arguments
could be made for different choices of α.

6.3 Supervised Fine-Tuning
To assess the benefit of the pre-trained strategy, we design
a family of MDPsMR, whereM∈ {GWS,GWN}, and R
is any sparse reward function that gives 1 when the agent
reaches the area nearby a random goal location and 0 other-
wise. On this family, we compare the performance achieved
by TRPO (Schulman et al. 2015) with different initializa-
tions: The exploration strategies learned (as in Section 6.1)
by αMEPOL (α = 0.2) and MEPOL, or a randomly initial-
ized policy (Random). These three variations are evaluated
in terms of their average return JMR , which is defined in (1),
over 50 randomly generated goal locations (Figure 3b). As
expected, the performance of TRPO with MEPOL is compet-
itive in the GWS configuration (Figure 3), but it falls sharply
in the GWN configuration, where it is not significantly bet-
ter than TRPO with Random. Instead, the performance of
TRPO with αMEPOL is strong on both GWS and GWN.
Despite the simplicity of the domain, solving an RL problem
in GWN with an adverse goal location is far-fetched for both
a random initialization and a naı̈ve solution to the problem
of unsupervised RL in multiple environments.
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M (95% c.i. over 10 runs) achieved by αMEPOL (α = 0.1 (a), α = 0.2 (b)) and MEPOL

in the in the MultiGrid (a) and Ant (b) domains. Fine-tuning performance JMR (95% c.i. over 50 tasks (a), 8 tasks (b), 13 tasks
(d)) obtained by TRPO with corresponding initialization (αMEPOL, MEPOL, Random), in the MultiGrid (a), Ant (b), and
MiniGrid (d) domains. MiniGrid domains are illustrated in (c).

6.4 Scaling to Larger Classes of Environments

In this section, we consider a class M composed of 10 dif-
ferent configurations of the continuous gridworlds presented
in Section 6.1 (including the GWN as the worst-case con-
figuration) which we call the MultiGrid domain. As before,
we compare αMEPOL (α = 0.1) and MEPOL on the explo-
ration performance E1

M achieved by the optimal strategy, in
this case considering a uniformly distributed pM. While the
average performance of MEPOL is slightly higher across the
class (Figure 4a left, left bar), αMEPOL still has a decisive
advantage in the worst-case configuration (Figure 4a left,
right bar). Just as in Section 6.3, this advantage transfer to
the fine-tuning, where we compare the average return JMR

achieved by TRPO with αMEPOL, MEPOL, and Random
initializations over 50 random goal locations in the GWN
configuration (Figure 4a right). Whereas in the following sec-
tions we will only consider classes of two environments, this

experiment shows that the arguments made for small classes
of environments can easily generalize to larger classes.

6.5 Scaling to Increasing Dimensions
In this section, we consider a class M consisting of two
Ant environments, with 29D states and 8D actions. In the
first, sampled with probability pM1

= 0.8, the Ant faces
a wide descending staircase (Ant Stairs Down). In the sec-
ond, the Ant faces a narrow ascending staircase (Ant Stairs
Up, sampled with probability pM2 = 0.2), which is signif-
icantly harder to explore than the former. In the mold of
the gridworlds in Section 6.1, these two configurations are
specifically designed to create an imbalance in the class. As
in Section 6.1, we compare αMEPOL (α = 0.2) against
MEPOL on the exploration performance E1

M achieved after
500 epochs. αMEPOL fares slightly better than MEPOL both
in the worst-case configuration (Figure 4b left, right bar) and,
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Figure 5: Fine-tuning performance JMR achieved by TRPO initialized with αMEPOL (α = 0.2 (a), α = 0.1 (b)), a MAML+R
meta-policy, and a MAML+DIAYN meta-policy, when dealing with a set of RL tasks in the GridWorld with Slope (a) and the
MultiGrid (b) domains. We provide 95% c.i. over 50 tasks.

surprisingly, in the easier one (Figure 4b left, left bar).2 Then,
we design a set of incrementally challenging fine-tuning tasks
in the Ant Stairs Up, which give reward 1 upon reaching a
certain step of the staircase. Also in this setting, TRPO with
αMEPOL initialization outperforms TRPO with MEPOL
and Random in terms of the average return JMR (Figure 4b
right). Note that these sparse-reward continuous control tasks
are particularly arduous: TRPO with MEPOL and Random
barely learns anything, while even TRPO with αMEPOL
does not handily reach the optimal average return (1).

6.6 Scaling to Visual Inputs
In this section, we consider a class M of two partially-
observable MiniGrid (Chevalier-Boisvert, Willems, and Pal
2018) environments, in which the observation is a 147D
image of the agent’s field of view. In Figure 4c, we pro-
vide a visualization of the domain: The easier configuration
(EasyG, left) is sampled with probability pM1 = 0.8, the ad-
verse configuration (AdvG, right) is sampled with probability
pM2 = 0.2. Two factors make the AdvG more challenging to
explore, which are the presence of a door at the top-left of the
grid, and reversing the effect of agent’s movements (e.g., the
agent goes backward when it tries to go forward). Whereas
in all the previous experiments we estimated the entropy on
the raw input features, visual inputs require a wiser choice
of a metric. As proposed in (Seo et al. 2021), we process the
observations through a random encoder before computing
the entropy estimate in (3), while keeping everything else
as in Algorithm 1. We run this slightly modified version of
αMEPOL (α = 0.2) and MEPOL for 300 epochs. Then, we
compare TRPO with the learned initializations (as well as
Random) on sparse-reward fine-tuning tasks defined upon
the class. As in previous settings, TRPO with αMEPOL re-
sults slightly worse than TRPO with MEPOL in the easier
configuration (Figure 4d, left), but significantly better in the
worst-case (Figure 4d, right). Notably, TRPO from scratch
struggles to learn the tasks, especially in the AdvG (Figure 4d,
right). Although the MiniGrid domain is extremely simple

2Note that this would not happen in general, as we expect
αMEPOL to be better in the worst-case but worse on average. In
this setting, the percentile sensitivity positively biases the average
performance due to the peculiar structure of the environments.

from a vision standpoint, we note that the same architecture
can be employed in more challenging scenarios (Seo et al.
2021), while the focus of this experiment is the combination
between visual inputs and multiple environments.

6.7 Comparison with Meta-RL
In this section, we compare our approach against meta-
training a policy with MAML (Finn, Abbeel, and Levine
2017) on the same GridWorld with Slope (pM = [0.8, 0.2])
and MultiGrid (uniformly distributed pM) domains that we
have previously presented. Especially, we consider two rel-
evant baselines. The first is MAML+R, to which we pro-
vide full access to the tasks (i.e., rewards) during meta-
training. Note that this gives MAML+R an edge over
αMEPOL, which operates reward-free training. The second
is MAML+DIAYN (Gupta et al. 2018a), which operates un-
supervised meta-training through an intrinsic reward function
learned with DIAYN (Eysenbach et al. 2018). As in previ-
ous sections, we consider the average return JMR achieved
by TRPO initialized with the exploration strategy learned
by αMEPOL or the meta-policy learned by MAML+R and
MAML+DIAYN. TRPO with αMEPOL fares clearly better
than TRPO with the meta-policies in all the configurations
(Figures 5a, 5b). Even if it works fine in fast adaptation (see
Appendix E.5), MAML struggles to encode the diversity of
task distribution into a single meta-policy and to deal with
the most adverse tasks in the long run. Moreover, DIAYN
does not specifically handle multiple environments, and it
fails to cope with the larger MultiGrid class.

7 Conclusions
In this paper, we addressed the problem of unsupervised RL
in a class of multiple environments. First, we formulated
the problem within a tractable objective, which is inspired
by MSVE but includes an additional percentile sensitivity.
Then, we presented a policy gradient algorithm, αMEPOL,
to optimize this objective. Finally, we provided an extensive
experimental analysis to show its ability in the unsupervised
pre-training and the benefits it brings to the subsequent su-
pervised fine-tuning. We believe that this paper motivates
the importance of designing specific solutions to the relevant
problem of unsupervised RL in multiple environments.
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