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Abstract

Providing model explanations has gained significant popu-
larity recently. In contrast with the traditional feature-level
model explanations, concept-based explanations can provide
explanations in the form of high-level human concepts. How-
ever, existing concept-based explanation methods implicitly
follow a two-step procedure that involves human interven-
tion. Specifically, they first need the human to be involved to
define (or extract) the high-level concepts, and then manually
compute the importance scores of these identified concepts
in a post-hoc way. This laborious process requires significant
human effort and resource expenditure due to manual work,
which hinders their large-scale deployability. In practice, it is
challenging to automatically generate the concept-based ex-
planations without human intervention due to the subjectiv-
ity of defining the units of concept-based interpretability. In
addition, due to its data-driven nature, the interpretability it-
self is also potentially susceptible to malicious manipulations.
Hence, our goal in this paper is to free human from this te-
dious process, while ensuring that the generated explanations
are provably robust to adversarial perturbations. We propose
a novel concept-based interpretation method, which can not
only automatically provide the prototype-based concept ex-
planations but also provide certified robustness guarantees for
the generated prototype-based explanations. We also conduct
extensive experiments on real-world datasets to verify the de-
sirable properties of the proposed method.

Introduction
Recently, interpreting and understanding the behaviors of
black-box machine learning (ML) models has drawn sig-
nificant attention (Ghorbani et al. 2019; Kim et al. 2018;
Koh et al. 2020; Pedapati et al. 2020; Jeyakumar et al.
2020; Heskes et al. 2020; O’Shaughnessy et al. 2020; Hes-
kes et al. 2020; Huai et al. 2019; Yao et al. 2021). The most
commonly-used explanation method is to explain an ML
model’s predictions in terms of the input features (e.g., pix-
els and word-vectors) (Ribeiro, Singh, and Guestrin 2016;
Shrikumar, Greenside, and Kundaje 2017; Štrumbelj and
Kononenko 2014; Lundberg and Lee 2017; Chen et al.
2018; Koh and Liang 2017; Huai et al. 2020c,a). How-
ever, these feature-based interpretations suffer from several
drawbacks (Ghorbani et al. 2019). For example, (Kim et al.
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2018) demonstrates that given identical feature-based expla-
nations, human can confidently find evidence for completely
contradicting conclusions. In addition, the feature-based ex-
planation methods are not necessarily the most intuitive ex-
planations for human understanding, especially when using
low-level features (e.g., the raw pixels). In contrast, human
reasoning often comprises “concept-based thinking” by ex-
tracting similarities from numerous samples and grouping
them semantically based on their resemblance (Yeh et al.
2019b). As a consequence, recent research has focused on
designing concept-based explanation methods to interpret
how ML models use high-level human-understandable con-
cepts in arriving at decisions (Kim et al. 2018; Ghorbani
et al. 2019; Chen et al. 2019b; Goyal et al. 2019; Wu et al.
2020; Koh et al. 2020; Yeh et al. 2019b; Mincu et al. 2021).

However, an obstacle to the large-scale adoption of these
concept-based explanation methods is that they require sig-
nificant human effort and resource expenditure. The reason
is that existing concept-based explanation methods implic-
itly follow a two-stage procedure with manual intervention.
Specifically, they first need human to manually define con-
cepts by using a set of input examples for the ML model
under inspection (Ghorbani et al. 2019; Kim et al. 2018;
Koh et al. 2020), and then manually compute the importance
score of each pre-defined concept in a post-hoc way. For
example, to define the concept of “curly”, (Ghorbani et al.
2019) needs a human subject to go over all the given images
of this concept and extract meaningful segmentations. Then,
(Ghorbani et al. 2019) manually computes each extracted
concept’s importance score via the directional derivative
method (Kim et al. 2018). However, identifying human-
interpretable concepts and checking for the semantic mean-
ingfulness require a large effort from human experts due to
manual annotations and computation. Thus, how to automat-
ically provide concept-based explanations without human
intervention still remains a fundamental challenge.

Our goal in this paper is to automatically generate the in-
trinsic concept-based explanations from the input data with-
out human intervention. To achieve this goal, we propose to
inject the concept-based explanations into the learning loop:
whenever asking the user to label an incoming sample, the
model can simultaneously provide the predicted label for
this sample and the corresponding concept-based explana-
tions on interpreting this predicted label. However, the chal-
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lenge here is how to define the units of concept-based ex-
planations from the learning network structure considering
that they are very subjective. If we directly follow existing
concept-based works (Kim et al. 2018; Ghorbani et al. 2019;
Chen et al. 2019b; Goyal et al. 2019; Wu et al. 2020; Koh
et al. 2020; Yeh et al. 2019b; Mincu et al. 2021), the hu-
man has to be involved in this laborious tuning process. The
reason is that ML models usually do not comprehend the
way humans do and cannot guarantee that the extracted con-
cepts are semantically meaningful, which also violates the
fidelity of concept-based explanations. So the method pro-
posed in (Ghorbani et al. 2019) still needs human involve-
ment (e.g., removing outliers segments of each concept). In
addition, the number of the interpretability units also deter-
mines the construction of the self-explanatory network ar-
chitecture based on the desired properties. Hence, instead of
manual tuning, we also need to address how to automatically
learn the optimal number of interpretability units.

Furthermore, the concerns regarding the reliability of ex-
planations still exist (Dombrowski et al. 2019). In practice,
motivated attackers could generate imperceptible adversarial
perturbations to change the interpretability of the input data
while preserving the predicted results (Zhang et al. 2020;
Ghorbani, Abid, and Zou 2019; Slack et al. 2020; Yeh et al.
2019a). This lack of robustness is problematic in real-world
applications where adversarially manipulated explanations
could impair safety and trustworthiness. For instance, given
a traffic sign classification, a prediction classifying an input
as a stop sign with the explanation that the background con-
tains a river is unlikely to be trusted by the users. Although
there are some works (Lakkaraju, Arsov, and Bastani 2020;
Dombrowski et al. 2019; Mangla, Singh, and Balasubrama-
nian 2020; Soni et al. 2020; Ivankay et al. 2020; Alvarez-
Melis and Jaakkola 2018) exploring the robustness of model
explanations, they cannot be certified, which means that no
provable guarantees can be given to verify their robustness.
In practice, these uncertified methods become vulnerable
under stronger adversarial attacks. Thus, it is also of great
importance to rigorously guarantee robustness of the gener-
ated explanations. With such certifiable robustness guaran-
tees for the generated explanations, we need not worry about
an adversary with a stronger optimizer, or a more clever al-
gorithm for choosing adversarial perturbations.

In order to tackle the above challenges, in this paper, we
design a novel automatic and robust model interpretation
method (AutoRMI), a self-explanatory model that can not
only automatically provide the concept-based explanations
via units that are more understandable to humans than in-
dividual features (e.g., pixels) but also provide certified ro-
bustness guarantees for the generated explanations. In our
proposed method, given that defining the units of concept-
based explanations is very subjective, we first propose an
interpretability regularization term that guides the model
to extract the prototype-based concepts from the training
data during the training process. More specifically, each
prototype-based concept in our setting is a representative
instance that best presents a possibly target set and sum-
marizes the underlying data pattern. Since these prototype-
based concepts are extracted in a way that they can represent

a set of particular targets in the training data, we can guar-
antee that these extracted concepts have meaningful and rel-
evant information. Hence, we can release the burden of hu-
man from the multifarious manual engagement process. Ad-
ditionally, to reduce the susceptibility of the generated ex-
planations to adversarial attacks, we also design a novel in-
terval bound propagation based regularization term, which is
a bounding technique derived from interval arithmetic (Katz
et al. 2017; Ehlers 2017; Sunaga 1958) and is an incomplete
method for training verifiably robust models. Specifically,
this bounding based regularization term minimizes an up-
per bound on the maximum difference between any pair of
explanation results when the input can be perturbed within
a norm-bounded ball, and is computationally efficient since
its computational cost is comparable to two forward passes
through the network. Extensive experiments on real-world
datasets demonstrate the effectiveness of the proposed inter-
pretation method.

Related Work
Concept-based explanations have drawn much attention re-
cently (Kim et al. 2018; Ghorbani et al. 2019; Chen et al.
2019b; Goyal et al. 2019; Wu et al. 2020; Koh et al.
2020; Yeh et al. 2019b; Mincu et al. 2021). Although these
concept-based explanation methods are promising, their
scalability is limited by the need for “humans-in-the-loop”.
The methods proposed in (Ghorbani et al. 2019; Kim et al.
2018; Chen et al. 2019b; Mincu et al. 2021) need human
to manually define/extract concepts and quantify the im-
portance score of each pre-defined concept in a post-hoc
way. (Goyal et al. 2019) directly performs the intervention
of adding or removing a concept. (Wu et al. 2020) explains
model decisions in terms of the importance of user-defined
concepts. (Yeh et al. 2019b; Alvarez-Melis and Jaakkola
2018) need human to be involved to manually pre-define the
number of concepts. By assuming the existence of the con-
cept representation, (Koh et al. 2020; Kazhdan et al. 2020;
Losch, Fritz, and Schiele 2019) manually define concepts
and then use an intermediate set of human-specified con-
cepts to predict the output task label. However, all of the
above mentioned works heavily rely on experienced human
experts who are expensive and hard to find. Furthermore,
the above mentioned works also fail to address the certified
robustness guarantees of the generated model explanations.

Recently, there have been a few efforts (Lakkaraju, Arsov,
and Bastani 2020; Levine, Singla, and Feizi 2019; Dom-
browski et al. 2019; Mangla, Singh, and Balasubramanian
2020; Soni et al. 2020; Ivankay et al. 2020) that have ex-
plored the robustness of model explanations. The authors in
(Lakkaraju, Arsov, and Bastani 2020) propose a robust post-
hoc feature-level explanation framework for constructing a
global explanation. (Levine, Singla, and Feizi 2019; Dom-
browski et al. 2019; Mangla, Singh, and Balasubramanian
2020; Ivankay et al. 2020) focus on the post-hoc gradient-
based interpretation methods (e.g., Saliency Map) that are
popular methods for deep learning interpretation. (Soni et al.
2020) interprets intermediate layers and defines robustness
as the ability of an intermediate layer to be consistent in
its recall rate for different random samples. However, their
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Figure 1: Model structure of the proposed method.

problem settings are significantly different from that of this
work, and hence they cannot be directly applied here. In con-
trast, in this work, we directly guide models to automatically
provide the concept-based explanations for each predicted
decision, while guaranteeing the robustness of the generated
explanations. Although (Alvarez-Melis and Jaakkola 2018)
considers the intrinsic interpretation model, it only addresses
the stability of the relevance scores and fails to provide ro-
bustness guarantees for the obtained interpretable represen-
tation. Furthermore, the robustness improvement of all of
the aforementioned works cannot be certified – no provable
guarantees can be given to verify their robustness. In fact, in
practice, these uncertified methods may become vulnerable
under stronger adversarial attacks.

Methodology
Note that our goal is to design a novel self-explaining frame-
work, which can not only automatically provide the concept-
based explanations without requiring any human interven-
tion but also provide certified robustness guarantees for the
generated explanations. However, as aforementioned, defin-
ing the units of concept-based explanations is very chal-
lenging since they are very subjective. To tackle this chal-
lenge, we propose to extract the prototype-based concepts
in the training data to guide the model to explain predic-
tions. These learned prototype-based concepts are the rep-
resentative patterns that describe influential data structures
in latent representations. Specifically, we first build an au-
toencoder component to find the smallest possible represen-
tation of data that it can store, and then design a novel in-
terpretation regularizer to extract the prototype-based con-
cepts during training. After that, in order to promote cer-
tified robust interpretability, we propose a novel bounding
based regularization term. Below, we first give an overview
on the model architecture of the proposed method, and then
detail the learning objective.

Overview. Formally, we denote the training dataset by
X = {(xi, yi)}Ni=1, where xi ∈ Rp and yi ∈ {1, · · · ,K}.
The neural architecture of the proposed AutoRMI is pre-
sented in Figure 1. The proposed neural architecture in-
cludes an autoencoder network, a concept network, and an

importance network. Specifically, the autoencoder network
learns a lower-dimension latent representation of the data
with an encoder network, f : Rp → Rq . By using the de-
coder function (g : Rq → Rp), we can project the latent
space back to the original dimension. Then, we can pass
the learned latent representation (i.e., f(x)) to the concept
network, i.e., h : Rq → RK . The concept network first
uses several fully connected layers over the latent space to
learn M prototype-based concepts, i.e., {pm ∈ Rq}Mm=1.
These prototype-based concepts ({pm ∈ Rq}Mm=1) can pro-
vide insight into the representative patterns across the train-
ing data that are utilized by the model for predictions. By
using the decoder g, we can decode the learned prototype-
based concepts to examine what the model has learned. Af-
ter that, for each pm, the similarity layer computes its dis-
tance from the learned latent representation (i.e., f(x)) as
cm = ||f(x) − pm||22. The smaller the distance value is,
the more similar f(x) and pm are. The importance network
(i.e., I : Rq → RM∗K) is trained to quantify the impor-
tance scores (i.e., Φ(x) = [ϕ1(x), ϕ2(x), · · · , ϕM∗K(x)])
of different prototype-based concepts for the predicted result
y(x) = h(f(x)). Finally, the similarity vector (i.e., c(x))
and the importance vector (i.e., Φ(x)) are aggregated for
classification. We use y(x) = h(f(x)) to denote the pre-
dicted classification result for sample x.

The reconstruction error. Note that the autoencoder net-
work here performs data compression and compresses high
dimensional data into latent representations via extracting
the most prominent features of the original data, and consists
of an encoder (f : Rp → Rq) and a decoder (g : Rq → Rp).
The input of the encoder is a data sample and its output is the
smallest possible latent representation of that sample. The
decoder (g : Rq → Rp) takes the latent representation and
can project it back to reconstruct the original sample. Here,
we use x̃i to denote the reconstruction of the original sam-
ple xi. The reconstruction loss term for the autoencoder net-
work can be computed as the following sum of the difference
between the original input and the consequent reconstruction

L1({xi}Ni=1, {x̃i}Ni=1) =
N∑
i=1

||xi − g(f(xi))||22, (1)
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where x̃i is the reconstruction of xi. In the above, g(·) and
f(·) denote the decoder and encoder, respectively.

The interpretability regularization term. Note that the
concept network (i.e., h : Rq → RK) first learns M con-
cept vectors {pm ∈ Rq}Mm=1 in the latent space during the
training process and then generates a probability distribu-
tion over the K classes for each test sample. Due to the
subjectivity of defining the units of concept-based explana-
tions, we propose to learn a set of prototype-based concepts
(i.e., {pm}Mm=1) during model training. These prototype-
based concepts are extracted in a way that they can best rep-
resent some specific target sets and capture the influential
data structures in latent representations, which ensures the
semantic meaningfulness of these extracted concepts. With
these extracted concepts, we can gain direct insight into rep-
resentative patterns that are used by the model for classifica-
tion tasks. For the encoded input f(xi), the similarity layer
computes its squared ℓ2 distance from each of the prototype-
based concepts as c(xi) = [c1 = ||f(xi)−p1||2, · · · , cM =
||f(xi)−pM ||2]T . To enable the model to learn representa-
tive patterns from the original input data, we formulate the
following interpretability regularization loss term

L2 =
1

M

M∑
m=1

min
i∈[1,N ]

||pm − f(xi)||22 +
1

N

N∑
i=1

min
m∈[1,M ]

||f(xi)− pm||22 +
2

M(M − 1)

M∑
m=1

M∑
m̃=m+1

max(0, dmin − ||pm − pm̃||2)2, (2)

where dmin is a threshold that classifies whether two
prototype-based concepts are close or not. The minimiza-
tion of the first loss term (i.e., 1

M

∑M
m=1 mini∈[1,N ] ||pm −

f(xi)||22) enforces each prototype-based concept pm to be
as close as possible to at least one of the training exam-
ples in the latent space, which will push each prototype-
based concept to learn one of the encoded training exam-
ples. The minimization of the second loss term is utilized to
enforce the encoded training examples in the latent space to
be close to one of the concepts, such that the training exam-
ples will be clustered around prototypes in the latent space.
The third term is a diversity regularization term that exerts
a larger penalty on smaller pairwise distances between the
prototype-based concepts. By keeping the prototypes dis-
tributed in the latent space, it also helps produce a sparser
similarity vector.

The misclassification error. Note that for xi, its learned
lower-dimension representation in the latent space f(xi) is
passed to the concept network (i.e., h : Rq → RK) for clas-
sification. Specifically, for xi, its learned importance vec-
tor (i.e., Φ(xi) = [ϕ1(xi), · · · , ϕM∗K(xi)]) and similar-
ity vector (i.e., c(x)) are aggregated for classification. Let
hk(f(xi)) denote the probability of xi belonging to class
k ∈ [K]. The cross-entropy loss on the training data (i.e.,
{xi}Ni=1) is given as follows

L3 =
1

N

N∑
i=1

K∑
k=1

Ly(hk(f(xi)), yi), (3)

where Ly is used for penalizing the misclassification.
The certified robust interpretability regularizer. Here,

our goal is to provide certified robustness guarantees for the
generated explanations (i.e., the importance vector Φ(x)).
To achieve this goal, we propose to use interval bound prop-
agation to minimize an upper bound on the worst-case loss
that any adversarial attack can perturb the generated expla-
nations. Due to space limitations, more discussions on these
adversarial attacks are available in the full version of the
paper. Note that the input to the importance network (i.e.,
I : Rq → RM∗K) is denoted x and its output is an impor-
tance vector which provides concepts’ importance scores.
For clarity of presentation, we assume that the importance
network is defined by a sequence of transformations ht for
each of its t layers. We use z(t) to denote the output of layer
t, where nt is the number of units in the t-th layer and z(0)

stands for the input. Specifically, the network computes

zt = ht−1(z(t−1)), ∀t = 1, · · · , T, (4)

where zt ∈ RM∗K . Here, we consider the top-k robustness,
which requires that the set of concepts with the k highest
importance scores remains invariant over small-norm adver-
sarial perturbations. In practice, the top-k attack (Ghorbani,
Abid, and Zou 2019; Slack et al. 2020; Huai et al. 2020b;
Sarkar, Sarkar, and Balasubramanian 2020; Stergiou 2021)
seeks to perturb the concept importance map by decreasing
the relative importance of the k initially most important con-
cepts. Let [D] and Sx,k denote the index set of the concepts
and the set of concepts that had the top k highest importance
scores for sample x, respectively. Let S̄x,k = [D]−Sx,k. To
produce a certification for the generated explanations (i.e.,
the importance scores Φ(x) = [ϕ1(x), · · · , ϕM∗K(x)]) of
sample x, we aim to verify the following condition is true

min
j∈S

z(0),k

ϕ
j
(z(0))− max

j̄∈S̃
z(0),k

ϕ̄j̄(z
(0)) ≥ 0, ∀z(0) ∈ B(x),

where z(0) = x. Here, ϕ
j
(·) and ϕ̄j(·) denotes the upper and

lower bound, respectively. B(x) = {x′|||x− x′||∞ ≤ ϵ} is
the constraint set over which the adversarial input ranges.
Next, we describe how to produce certificates using interval
bound propagation as in (Gowal et al. 2018). Specifically,
we propose to bound the activation zt of each layer by an
axis-aligned bounding box (i.e., zt(ϵ) ≤ zt ≤ z̄t(ϵ)

1) using
interval arithmetic. For each coordinate zt,i of zt, we have

zt,i(ϵ) = min
zt−1(ϵ)≤zt−1≤z̄t−1(ϵ)

eTi ht(zt−1), (5)

z̄t,i(ϵ) = max
zt−1(ϵ)≤zt−1≤z̄t−1(ϵ)

eTi ht(zt−1), (6)

where z0(ϵ) = x− ϵ1, z̄0(ϵ) = x+ ϵ1, and ei is a one-hot
vector with 1 in the i-th position. The above optimization
problems can be solved quickly and in closed form for affine
layers and monotonic activation functions. Specifically, for
the affine layers (e.g., fully connected layers, convolutions)

1For simplicity, we abuse the notation ≤ to mean that all coor-
dinates from the left-hand side need to be smaller than the corre-
sponding coordinates from the right-hand side.
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that can be represented in the form zt = ht−1(z(t−1)) =
W tzt−1 + b(t), we can get an outer approximation of the
tractable interval range of activations by the next layer zt

using the following formula

z̄(t) = W (t) z̄
(t−1) + zt−1

2
+ |W (t)| z̄

(t−1) − zt−1

2
+ b(t),

z(t) = W (t) z̄
(t−1) + zt−1

2
− |W (t)| z̄

(t−1) − zt−1

2
+ b(t).

Here, z̄(t−1) denotes the upper bound of each interval,
z(t−1) the lower bound, and |W (t)| the element-wise abso-
lute value. In the similar way, if h(t)(z(t−1)) is an element-
wise monotonic activation (e.g., a ReLU), then we can calcu-
late the outer approximation of the reachable interval range
of the next layer using the following formulas

z̄(t) = h(t)(z̄(t−1)), z(t) = h(t)(z(t−1)). (7)

Then, by iteratively applying the above rules, we can prop-
agate intervals through the network and eventually get z̄(T )

and z(T ) (i.e., Φ̄(x) and Φ(x)). A certificate can then be
given if we can show that the above verification condition is
always true for outputs in the range z̄(T ) and z(T ). Based on
this, we propose to minimize the following robustness loss
during the training process to provide certified robustness
guarantees for the generated explanations

L4 =
1

N

N∑
i=1

max( max
j̄∈S̃xi,k

ϕ̄j̄(xi)− min
j∈Sxi,k

ϕ
j
(xi), 0).

To summarize, the overall loss that we are minimizing is

L =
1

N

N∑
i=1

K∑
k=1

Ly(hk(f(xi)), yi) + λ1

N∑
i=1

||xi

− g(f(xi))||22 +
λ2

M

M∑
m=1

min
i∈[1,N ]

||pm − f(xi)||22

+
λ3

N

N∑
i=1

min
m∈[1,M ]

||f(xi)− pm||22 +
2λ4

M(M − 1)

M∑
m=1

M∑
m̃=m+1

max(0, dmin − ||pm − pm̃||2)2 +
λ5

N

N∑
i=1

,

max( max
j̄∈S̃xi,k

ϕ̄j̄(xi)− min
j∈Sxi,k

ϕ
j
(xi), 0), (8)

where λ1, λ2, λ3, λ4, and λ5 are the trade-off parameters.
Since the calculation of the third and fourth loss terms needs
to take the minimum distance over the entire training dataset,
we propose relaxing the minimization to be over only the
random minibatch used by the adopted gradient descent al-
gorithm.

Discussion. In the above equation, the value of M de-
notes the number of the considered concepts and determines
the network structure of the model. If we directly follow
existing concept-based explanation works (Koh et al. 2020;
Kazhdan et al. 2020; Losch, Fritz, and Schiele 2019) to man-
ually define M , it will require significant human effort and

MNIST CIFAR-10 AT&T
Dimension 28× 28× 1 32× 32× 3 92× 112× 1

Size 70,000 60,000 400
Classes 10 10 40

#Training 55,000 45,000 250
#Validation 5,000 5,000 50

#Testing 10,000 10,000 100

Table 1: The statistic information of the adopted datasets.

human involvement. Thus, in order to free human from te-
dious manual finding of a particular set of concepts (i.e., the
value of M ) in explaining the model’s prediction behavior,
we can follow the firefly neural architecture descent frame-
work proposed in (Wu, Wang, and Liu 2019) to automati-
cally determine the value of M (i.e., the set of satisfactory
prototype-based concepts) via the automatic construction of
the self-explanatory network architecture based on the de-
sired properties. In addition, we can also follow the above
proposed robust interpretability regularizer to provide cer-
tified robustness guarantees for the generated similarity re-
sults (i.e., c(x) = [c1, · · · , cM ]T ).

Experiments
In this section, we conduct experiments to verify the effec-
tiveness of the proposed method. Here we adopt three image
datasets: the MNIST (LeCun et al. 1998), CIFAR-10 (Recht
et al. 2018), and AT&T (Chopra, Hadsell, and LeCun 2005)
datasets. The statistic information of these datasets is given
in Table 1. Due to space limitations, the parameter settings,
the description of the network architectures and more exper-
iment results will be given in the full version of the paper.

Visualization
Firstly, we evaluate the performance of the trained autoen-
coder on the adopted datasets. The derived experimental re-
sults are reported in Figure 2. Take Figure 2a as an example,
where the first line of the images is original images and the
second line is the corresponding reconstructed images. From
the reported experimental results in this figure, we can see
that the reconstructed images are perceptually similar to the
original images. We also report the derived reconstruction
error and classification accuracy in Table 2. For example,
in this table, the testing accuracy of the trained model on
the MNIST dataset is 0.9816 and the autoencoder network
achieves a reconstruction error of 2.5851, which demon-
strates that the proposed AutoRMI can achieve compara-
ble accuracy performance to existing classification methods.

MNIST CIFAR-10 AT&T
Restruction error 2.5851 3.2088 2.2170

Training Accuracy 0.9887 0.7899 0.8907
Validation Accuracy 0.9924 0.7926 0.9053

Testing Accuracy 0.9816 0.7918 0.8978

Table 2: The reconstruction error and classification accuracy
on the adopted datasets.
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(a) MNIST

(b) CIFAR-10

(c) AT&T

Figure 2: Reconstructed images on the adopted datasets.

Importantly, the good performance of the autoencoder com-
ponent allows us to interpret the learned prototype-based
concepts during model training.

Next, we visualize the learned prototype-based concepts.
The obtained experimental results on the MNIST dataset are
shown in Figure 3. In Figure 3a, we visualize the learned
prototype-based concepts (learned in-process during model
training) when λ2 = λ3 = λ6 = 0.05. Note that these
prototype-based concepts are decoded via the decoder. In
Figure 3a, we can observe that the prototype-based con-
cepts resemble real-world handwritten digits and give a
high-level overview of the original data, due to the designed
interpretability regularization term (i.e., L2 in Eqn. (2)).
For comparison, we in Figure 3b also visualize the learned
prototype-based concepts when we set λ2 = λ3 = λ6 = 0
to remove the interpretability regularization term (i.e., L2 in
Eqn. (2)). From the reported experimental results, we can
see that when the interpretability regularizer are removed,
the decoded concepts do not look like real-world images,
which verifies that the proposed interpretability regularizer
can guide the model to learn representative patterns during
the training process.

Then, we discuss how to use the learned prototype-based
concepts to explain each predicted classification result. In
Figure 4, we present the visualization results for explaining
the predicted classification result for a specific testing im-

(a) λ2 = λ3 = λ6 = 0.05

(b) λ2 = λ3 = λ6 = 0

Figure 3: The learned prototype-based concepts on the
MNIST dataset where λ2 = λ3 = λ6 = 0.05 and λ2 =
λ3 = λ6 = 0.

(a)

(b)

Figure 4: Visualization results for the prediction result.

age of digit 7, which is shown on the left of Figure 4a. In
Figure 4a, we give the distances (computed by the similar-
ity layer) between the encoded representation of this test-
ing image and each of the learned prototype-based con-
cepts, and these distance values are shown above the de-
coded prototype-based concepts. From Figure 4a, we can see
that the three prototype-based concepts that mostly resem-
ble the testing image of digit 7 after decoding have the most
shortest distances (i.e., 0.8089, 0.5598, and 0.4349). Impor-
tantly, the testing image of digit 7 is more closer to the third
“7” concept (in the third line in Figure 4a) than the other
two prototype-based concepts. From Figure 4b, we can also
observe that compared with other concepts, this most closer
concept also has the largest importance score (i.e., 0.999),
which verifies that the proposed AutoRMI can capture the
subtle differences within the same class. For this specific
testing image, its prediction probability of class 7 is 99.98%.

Finally, for each learned prototype-based concept pm,
we want to retrieve a subset of training samples that have
the shortest distances from this prototype-based concept.
Specifically, we aim to represent each learned prototype-
based concept pm by finding a subset of the input train-
ing dataset X = argminX̂⊂X ,|X̂|=k

∑
x∈X̂ cm, where k

is pre-defined. Note that the the smaller the value of cm,
the more similar the prototype-based concept pm and the
retrieved training sample, the better the retrieved sample
can represent this learned prototype-based concept pm. In
this experiment, we set k = 7 and select the top-7 clos-

Figure 5: The retrieved training samples having the smallest
distances from the learned concepts on the MNIST dataset.
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MNIST AT&T

Methods ϵ = 0.5 ϵ = 1.0 ϵ = 0.5 ϵ = 1.0

AutoRMI 0.89±0.08 0.85±0.10 0.73±0.08 0.67±0.05
Standard 0.79±0.13 0.70±0.06 0.69±0.09 0.62±0.08

Table 3: The change of explanations under different pertur-
bation values.

est training examples for each prototype-based concept. The
obtained experimental results on the adopted MNIST dataset
are reported in Figure 5. The reported experimental results
in this figure show that the learned prototype-based concepts
are representative examples. Additionally, from the reported
experimental results in this figure, we can also see that the
extracted prototype-based concepts and their corresponding
retrieved close trained samples are visually similar, which
means that they have the same patterns.

Robustness
Evaluation metric. Here, we consider one natural metric
for quantifying the similarity between interpretations for
two different samples, i.e., the top-k intersection. Specifi-
cally, we aim to see how many of the top-k concepts are no
longer the top-k concepts after the adversarial perturbations.
In many real-world settings, only the most important con-
cepts are of explanatory interest. The lower the concepts in
the intersection, the better the performance of the proposed
method. In such settings, the adversarial attacker can launch
the top-k attacks (Huai et al. 2020b; Sarkar, Sarkar, and Bal-
asubramanian 2020; Stergiou 2021; Chen et al. 2019a; Lu
et al. 2020) to decrease the relative importance of the k ini-
tially most important concepts. Hence, we propose to com-
pute the size of intersection of the k most important concepts
before and after the adversarial perturbations.

Performance. To test the empirical robustness of the
generated explanations against adversarial perturbations, we
here used an ℓ∞ attack. Here, the value of ϵ is varied from
0.5 to 1.0. Since there is no existing certified robustness
work, in this experiment, we adopt the standard baseline (de-
noted as Standard), where we remove the robustness regu-
larization term (i.e., λ5 = 0). In Table 3, we report the ob-
tained experimental results. From the reported experimen-
tal results in this table, we can observe that models trained
with the proposed certified robust interpretability regularizer
perform better than the model obtained with standard train-
ing procedure, while the standard model (trained without the
certified robust interpretability regularization term) is more
vulnerable to adversarial perturbations. Additionally, we can
also see that as the severity of adversarial perturbations (the
value of ϵ) increases, the networks trained with the proposed
method show significant performance improvement over the
model trained with standard training process.

Architecture Search
Here, we evaluate the effectiveness of the proposed Au-
toRMI on the search of the network architectures. We also
adopt the Wine Quality and Diabetic Retinopathy datasets
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Figure 6: The training loss of the proposed method under
values of M̂ on the adopted datasets.

(Ogundepo and Fokoué 2019). We start with a small initial
network with M = 4 and gradually increase the model size.
Note that the value of M̂ is the number of new neurons and
hence determines the network structure (e.g., the concept
and similarity layers). In Figure 6, we report the training loss
of the proposed AutoRMI under different numbers of candi-
date grown neurons (i.e., different values of M̂ ). Here, the
value of M̂ is varied from 3 to 9 for the adopted datasets.
From this figure, we can see that the objective value grad-
ually converges to 0 when increasing the training epochs,
which also verifies that the convergence of AutoRMI can be
guaranteed. In addition, we can also observe that the perfor-
mance improves by even adding three new neurons. Further-
more, the reported experimental results demonstrate that the
models trained with the selected network architectures per-
form better than that trained only with the initial values of
M (i.e., M = 4 and M̂ = 0).

Conclusions
In this paper, we designed a novel automatic and robust
self-explanatory method (AutoRMI) that can not only au-
tomatically provide the concept-based explanations with-
out human interventions but also provide certified robust-
ness guarantees for the generated concept-based explana-
tions. Specifically, to free human from the tedious manual
defining procedure, we first proposed a novel interpretabil-
ity regularizer that guides the model to automatically extract
the prototype-based concepts from the training data. In ad-
dition, to promote certified robust interpretability, we also
proposed a novel interval bound propagation based regular-
izer, which minimizes an upper bound on the maximum dif-
ference between any pair of explanation results when the
input can be adversarially perturbed to provide verifiable ro-
bustness guarantees for the generated explanations. We also
conducted experiments to verify the effectiveness of the pro-
posed method on real-world datasets.
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