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Abstract
Graph Neural Networks (GNNs) have recently become a
popular framework for semi-supervised learning on graph-
structured data. However, typical GNN models heavily re-
ly on labeled data in the learning process, while ignoring
or paying little attention to the data that are unlabeled but
available. To make full use of available data, we propose a
generic framework, Contrastive Context Sharing (CoCoS), to
enhance the learning capacity of GNNs for semi-supervised
tasks. By sharing the contextual information among nodes es-
timated to be in the same class, different nodes can be corre-
lated even if they are unlabeled and remote from each other in
the graph. Models can therefore learn different combinations
of contextual patterns, which improves the robustness of node
representations. Additionally, motivated by recent advances
in self-supervised learning, we augment the context sharing
strategy by integrating with contrastive learning, which nat-
urally correlates intra-class and inter-class data. Such opera-
tions utilize all available data for training and effectively im-
prove a model’s learning capacity. CoCoS can be easily ex-
tended to a wide range of GNN-based models with little com-
putational overheads. Extensive experiments show that Co-
CoS considerably enhances typical GNN models, especially
when labeled data are sparse in a graph, and achieves state-
of-the-art or competitive results in real-world public datasets.

Introduction
As an effective tool for learning graph-related patterns,
Graph Neural Networks (GNNs) have been widely applied
to analyze graph-structured data in recent years. Represen-
tations learned through GNN can be used in diverse tasks
across different domains, such as traffic predictions (Li et al.
2017; Yu, Yin, and Zhu 2017), recommendations (Ying et al.
2018; Li et al. 2020), etc., which advances the development
of the corresponding applications.

In general, typical GNNs (Hamilton, Ying, and Leskovec
2017; Kipf and Welling 2016; Veličković et al. 2017) gener-
ate node representations by aggregating information from a
target node’s neighbors in each layer. By stacking multiple
layers, GNNs can extend the receptive field to observe more
nodes. Topological information of a target node’s context,
which refers to an instance’s neighborhood information (in-
cluding node/ edge attributes and the graph topology), will
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Figure 1: Visualization of the receptive field (in the Citeseer
dataset) of a 2-layer GNN model. Red dots are labeled n-
odes for training, green dots are nodes in the receptive field
of any labeled nodes, and blue dots are other unobserved n-
odes in the training stage. For visualization clarity, an edge
is eliminated if one of its end point’s degree is smaller than
10.

be captured. Task-related patterns can then be extracted from
the context by supervising the learned representations of la-
beled nodes.

However, in many real-world cases, labelling is expensive
and labeled nodes are usually sparse in the graph. Nodes lo-
cated in the receptive field of labeled nodes only account for
a small proportion of a graph. An example in the Citeseer
dataset is shown in Fig. 1. Following the general scheme of
GNNs, data are not well utilized since many unlabeled n-
odes hardly participate into the learning process. Although
we can build a GNN model with deeper layers to cover more
available nodes, the performance often degrades due to the
over-smoothing problem (Rong et al. 2019). This indicates
that simply stacking multiple GNN layers may not be effec-
tive to fully utilize those unlabeled data. On the other hand,
ignoring the unlabeled data may fail to capture some dis-
tinct or discriminative patterns of the graph, which results
in limited representation capacity of the model. Such obser-
vations inspire us to explore reasonable ways to learn from
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unlabeled data by correlating the unlabeled data with those
labeled under the semi-supervised setting.

In recent years, contrastive learning has attracted much
attention from researchers in different domains (Hjelm et al.
2018; He et al. 2020). Different from the semi-supervised
setting, models trained through contrastive learning do not
rely on any labeled data. By designing feasible augmen-
tations, general patterns of data can be learned from con-
trastive pairs/ groups and generalized to different down-
stream tasks. Some recent works also introduce contrastive
learning to analyze graph-structured data (Thakoor et al.
2021; Zhu et al. 2020). Since all available data can be in-
corporated for training, some approaches even outperform
other semi-supervised counterparts in several tasks (Hassani
and Khasahmadi 2020; Veličković et al. 2018).

To better leverage unlabeled data, we propose a gener-
ic framework Contrastive Context Sharing (CoCoS), which
enhances the learning capacity of GNN models under
semi-supervised settings. Different from previous semi-
supervised methods, CoCoS shares the contextual informa-
tion within the same class of nodes, where class labels of
unlabeled nodes are estimated by a pretrained GNN mod-
el and can be progressively updated throughout the learning
process. Such a sharing scheme correlates both labeled and
unlabeled nodes (even if two nodes are far away from each
other in the graph) and induces different combinations of
contextual patterns that may not be observed in the origi-
nal graph. This enables the model to learn robust node rep-
resentations. In addition, motivated by recent advances in
self-supervised learning, we adopt similar ideas from con-
trastive learning to further enhance the context sharing strat-
egy. Specifically, the context sharing scheme can be viewed
as a feasible augmentation of the original graph. Contrastive
pairs can therefore be constructed among the original graph
and its different augmentations, which unifies intra-class
samples (nodes with the same label) and inter-class samples
(nodes with different labels) during the learning process.
With these operations, all available data are well exploit-
ed and utilized for training. Compared with previous works
on graph contrastive learning, CoCoS-enhanced GNNs can
be jointly optimized in an end-to-end manner with supervi-
sion. The learned node representations can therefore be more
task-oriented, which effectively improves the discriminative
power of a model. CoCoS can be readily applied to a wide
range of GNN-based models with little computational over-
heads. Extensive experiments show that CoCoS consistently
improves the performance of different GNNs and achieves
state-of-the-art or competitive results on node classification
tasks.

In general, the contributions of our proposed method can
be summarized as follows:

1. We propose the context sharing scheme for GNN models
under semi-supervised settings. By properly incorporat-
ing unlabeled data into the learning process, GNN mod-
els can learn more discriminative contextual patterns.

2. We build a generic framework, CoCoS, by integrating
contrastive learning with the context sharing strategy. All
available data across different classes can be well utilized

during training, which improves the learning capacity of
a model.

3. CoCoS can be readily adapted to different GNN-based
models. Extensive experiments demonstrate its superior-
ity over other GNN baselines and state-of-the-art graph
contrastive learning frameworks. The code of CoCoS is
available online 1.

Related Works
Semi-supervised Learning with GNNs
Recent works on graph learning employ GNNs to gener-
ate powerful node representations. A typical work is GC-
N (Kipf and Welling 2016), which captures graph struc-
tural information by iterative aggregations of neighbors.
GraphSAGE (Hamilton, Ying, and Leskovec 2017) propose
a message-passing framework to adapt to large-scale graph-
s, which is followed by many other works (Xu et al. 2018b;
Wu et al. 2019; Xu et al. 2018a; Klicpera, Bojchevski, and
Günnemann 2018; Klicpera, Weißenberger, and Günnemann
2019). GAT (Veličković et al. 2017) and GaAN (Zhang et al.
2018) introduce attention mechanism into aggregation to
further highlight important neighbors. To improve data u-
tilization, some works additionally apply self-training (Sun,
Lin, and Zhu 2020; Stretcu et al. 2019) or post-processing
(Huang et al. 2020) to enhance GNN models. Others (Feng
et al. 2020; Wang et al. 2020) regularize GNN by consis-
tency constraints. However, these approaches rely on prior
human knowledge, or fail to utilize all information available
in the graph when labeled nodes are sparse, which prevents
GNNs from learning more powerful representations. More
discussions refer to supplementary materials 2.

Contrastive Learning on Graphs
Given the limited amount of ground-truth labels available
in real-world graph-structured data, unsupervised or self-
supervised training of GNNs has become an active research
direction, where contrastive learning is the currently domi-
nant approach. In general, Graph Contrastive Learning (G-
CL) approaches learn node representations by training a
graph encoder and discriminator. The graph encoder pro-
duces node representations, while the discriminator distin-
guishes representation pairs that are semantically similar
from those dissimilar. For instance, DGI (Veličković et al.
2018) contrasts node-local patches and graph-global repre-
sentations. InfoGraph (Sun et al. 2019) extends DGI to the
multi-graph and graph classification settings. GRACE (Zhu
et al. 2020) and BGRL (Thakoor et al. 2021) use node fea-
tures masking and random edges removal to generate aug-
mented views of a graph. MVGRL (Hassani and Khasah-
madi 2020) follows the idea of DGI on contrasting but uses
graph diffusion to generate augmented graphs. Due to better
utilization of unlabeled data, the performance of advanced
GCL approaches are comparable to semi-supervised meth-
ods or even reach the state-of-the-art.

1http://github.com/XsLangley/CoCoS
2The supplementary materials can be found in the correspond-

ing GitHub code repository.
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Depth Cora Citeseer Pubmed
1 76.22 86.71 98.20
2 38.55 67.18 85.81
3 18.09 50.32 53.03

Table 1: The ratio of unobserved data (nodes) regarding dif-
ferent depths (layers / hops) of GNNs (%).

Preliminaries and Motivations
Problem Formulation
A graph can be represented as G = (V, E ,X), where
V = {v1, v2, ..., vN} is the set of nodes in the graph, and
E ∈ V × V is the edge set. Nodes in the graph are associ-
ated with features denoted by X = {xv ∈ Rdin |∀v ∈ V},
where din is the dimension of the node feature vector. For
a general GNN model, we aim to learn a mapping function
H = GNN(G), where H = [h1,h2, ...,hN ]ᵀ ∈ RN×dh is
the representation matrix. Each row of H is the learned em-
bedding of a node. Under the semi-supervised setting, some
nodes are annotated with labels while the remaining are un-
labeled, i.e. V = {VL,VU}, where VL and VU are the la-
beled and unlabeled nodes set respectively. The model can
therefore be trained in a semi-supervised manner by the an-
notated nodes using labels Y L = {yv|v ∈ VL} throughout
the learning process, where yv ∈ RK is a K-dimensional
(class) one-hot vector for node v. Under the semi-supervised
setting, our goal is to learn GNN(G) to predict the labels of
other unlabeled nodes correctly.

Preliminary Analyses on Data Utilizations
In many real-world scenarios, annotated data are precious
resources as data annotation is a challenging and expensive
task. Thus, labeled nodes for semi-supervised training are
commonly sparse in the graph. For instance, Cora, Citeseer
and Pubmed datasets (Sen et al. 2008; Namata et al. 2012),
which are widely used for GNNs performance evaluations
(Kipf and Welling 2016; Wu et al. 2019), have only 5.17%,
3.62%,and 0.30% labeled nodes for training respectively.
Although the aggregation operations in GNN layers effec-
tively extend the receptive field of the model, the proportion
of observed nodes during model training is still limited.

We visualize the receptive field of a general 2-layer GNN
model (e.g., GCN) in Fig. 1, where observed nodes (includ-
ing labeled nodes and their neighbors within two hops) only
account for 32.82% of all nodes in the graph. We also list the
ratio of unobserved data of a general GNN concerning dif-
ferent depths in Table 1, and we can observe that most avail-
able data are not observed in the learning process, which
means the model does not learn any knowledge from these
unobserved nodes. Although extending the receptive field by
stacking more layers can incorporate more unlabeled nodes
in training, GNN models will suffer from over-smoothing
(Rong et al. 2019) when going deep, which often degrades
the performance. Empirical experiments of some previous
works (Kipf and Welling 2016; Veličković et al. 2017; Wu
et al. 2019) also demonstrate that their GNN models perform
the best in the aforementioned three datasets when stacking
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Figure 2: An example of consistent context for job position
inference: the relation network in a company, where each
staff is associated with a 3-dimensional vector indicating
their names, ages and skills. The person in each position
may change as time goes. Even though its context informa-
tion fluctuates, we are confident to infer that the job position
of the central node should be a programmer.

only two GNN layers. This inspires us to explore other ways
to mine useful information from unlabeled data instead of
merely stacking a deeper model.

Context Sharing Using Oracles
Based on the above analyses, it is clear that unlabeled n-
odes are usually under-exploited in semi-supervised scenar-
ios. Therefore, it will be promising to improve GNN’s learn-
ing capacity by mining useful information from those ig-
nored nodes. Our idea is to correlate unlabeled nodes with
the labeled ones, which is motivated by some heuristic ob-
servations.

Under the semi-supervised setting, we argue that the role
(label) of a node can be inferred through its context topol-
ogy (how the node connects with others) and the features/
attributes within its context (how all nodes look like). Con-
text of a node v can be defined as the neighborhood informa-
tion (including node/ edge attributes and the graph topology)
around v. Moreover, in most real-world cases, the semantics
of the context is kept consistent if some context information
only slightly fluctuates within the same class of nodes. An
illustrative example is shown in Fig. 2, where people join
and leave a company from time to time, but job positions are
usually fixed. Since GNN works by aggregating information
from the neighborhoods, it can still infer the role of a node
using such consistent contexts. Therefore, we may expec-
t a GNN to learn more discriminative and robust features if
contextual information can be shared within the same class
of nodes (including those labeled and unlabeled).

We conduct some experiments to investigate the above
presumption. Suppose we know the oracles, i.e., the ground-
truth labels of both labeled and unlabeled nodes, of the graph
in advance. The nodes set V can therefore be represented
as V = {V1,V2, . . . ,VK}, where Vk (k ∈ {1, 2, ...,K}),
is a node subset containing all nodes in the k-th class. We
let X1,X2, . . . ,XK be their corresponding node feature
matrix respectively. We then randomly shuffle each nodes
subset (as Step 2 of Fig. 3 shows), which in effect shuffles
each node subset feature matrix, but keep the graph topol-
ogy. This generates a graph with consistent contexts of the
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Model Cora Citeseer Pubmed
GCN 82.12 71.07 78.79

GCN-CS(O) 87.45 78.22 83.09

Table 2: Node classification performances with oracles (%).

original graph:

Ṽk, X̃k = FeatShuf(Vk,Xk), ∀k, (1)

where FeatShuf(·) is the random shuffle function on fea-
ture vectors. We define G̃ = (Ṽ, Ẽ , X̃) as the context-
consistent graph generated by context sharing where
Ṽ = {Ṽ1, Ṽ2, . . . , ṼK} is the vertex set of G̃ and X̃ is
the corresponding node feature matrix constructed from
X̃1, X̃2, . . . , X̃K . (Note that the elements in Ṽk are the same
as Vk, but we use notation Ṽk to specifically indicate the n-
odes in G̃.) Therefore, we can train a GNN model on the
context-consistent graph to learn contextual patterns that are
not available from the original graph. To align with common
semi-supervised settings and make the result ‘comparable’,
the loss function will only be computed based on the labeled
nodes set VL using cross-entropy:

LO = − 1

|VL|
∑

ṽ∈VL

yT
ṽ log (p̃ṽ) , p̃ṽ = Softmax(h̃ṽ) (2)

where h̃ṽ is the representation of node ṽ ∈ Ṽ learned based
on G̃. p̃ṽ is the predicted probability vector of node ṽ ob-
tained by applying the Softmax function to h̃ṽ .

Experimental settings follow the work of (Kipf and
Welling 2016), and the details can be found in our supple-
mentary materials. Note that the context-consistent graph is
not unique so that we can generate a new G̃ for the model in
each training epoch. We take GCN (Kipf and Welling 2016)
as an example to be the backbone model to evaluate the con-
text sharing strategy, which is denoted as GCN-CS(O) (‘O’
stands for oracles). Comparisons of node classification ac-
curacies are shown in Table 2. It is obvious that the classi-
fication accuracy is significantly improved by a large mar-
gin, which aligns with expectations. We also apply context
sharing to other GNN backbones and it shows consistent im-
provement, where results and more analysis can be found in
our supplementary materials. We may attribute the great ef-
fectiveness to the use of context-consistent graph, which ex-
plicitly correlates the labeled and unlabeled nodes within the
same class. Since the context-consistent graph changes dur-
ing training, GNN can learn to capture different reasonable
combinations of context patterns. This encourages the mod-
el to learn robust representations for a node. In addition, the
sharing operation is not restricted to the local neighborhood-
s. The context of two nodes remote from each other can be
bridged by this strategy, which encourages the GNN to learn
common knowledge of nodes within the same class.

Note that this is an unfair comparison as we use oracles
of unlabeled nodes for intra-class feature random shuffling.
However, it is still promising to further explore this direction
since labels of unlabeled nodes are not directly used in the
forward and backward propagation.

Pretrained
GNN Model

Intra-class
nodes shuffling

The Original Graph

The Context-
Consistent Graph

Step 1

Step 2

Step 3

Create Contrastive
Pairs

The Context-
Consistent Graph

The Graph with
Estimated Labels

Step 4 Contrast

: nodes with ground-truth
label (training nodes).
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Figure 3: The framework of CoCoS. Nodes in a graph are
uniquely indexed and partially labeled. A pretrained model
is first used to estimate the label of each node. Context shar-
ing is then applied to generate a context-consistent graph
using the estimated labels. After that, contrastive pairs are
constructed between the original and the context-consistent
graph, which are used to enhance the learning capacity of
the pretrained model.

Proposed Methods
With the above observations, we propose Contrastive
Context Sharing (CoCoS) to enhance the learning of GNNs
under the semi-supervised setting. An overview of CoCoS is
shown in Fig. 3. In this section, we specify the details of this
framework.

Labels Estimation using Pretrained Models
Preliminary experiments in the previous section have shown
the potential benefits of context sharing for training GNNs.
However, in preliminary experiments, ground-truth labels of
unlabeled nodes are used for intra-class shuffling, while the
oracle information is actually inaccessible in practical set-
tings. In CoCoS, we circumvent such a difficulty by using
a pretrained GNN model. Specifically, given a partially an-
notated graph, a GNN can be trained using these limited la-
beled nodes. Such a pretrained GNN model can give us an
initial estimation of class labels of every node in the graph,
as shown in ‘Step 1’ of Fig. 3. For nodes in the labeled set
VL (marked by the red circle with the dotted line in Fig. 3),
we keep their ground-truth labels instead of their estimation-
s. Although such an estimation can be noisy, it is demon-
strated to be effective in our following empirical experi-
ments. In addition, the estimated labels will be progressive-
ly overridden during training, which corrects some wrong
predictions by the initial pretrained model and reduces the
impact of noises.

Intra-class Context Sharing with Estimated Labels
With the ground-truth and estimated labels for each node,
we can then apply context sharing to the original graph. As
‘Step 2’ shown in Fig. 3, nodes estimated to have the same
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class labels will be randomly shuffled. We apply intra-class
feature shuffling (Eq. 1) to generate a new context-consistent
graph. Since the shuffling operation involves all available
data, different unlabeled nodes can be exchanged with la-
beled nodes or nodes in the neighborhoods of labeled nodes.
This helps the model make full use of all available data and
therefore learn more diverse and general context-aware pat-
terns for the downstream task.

Learning Enhancement with Contrastive Pairs
By context sharing, we are able to enhance the learning
capacity by fine-tuning the pretrained GNN model on the
context-consistent graph following Eq. 2. In addition to that,
we further enhance the model by contrasting the context-
consistent graph and the original graph, which is motivated
by some recent advances in graph contrastive learning (G-
CL) (Veličković et al. 2018; Hassani and Khasahmadi 2020).

Specifically, we draw an analogy between context shar-
ing and augmentations in contrastive learning. Since the
context-consistent graph keeps similar semantics, it can be
regarded as an augmentation view of the original graph. In-
stead of contrasting between the graph-level and the node-
level representations, which is common in many previous
GCL methods (Veličković et al. 2018; Hassani and Khasah-
madi 2020), CoCoS contrasts between two node represen-
tations. Following the notations in the last section, we de-
note H = {hv1

,hv2
, ...,hvN

} = GNN(G) and H̃ =

{h̃ṽ1
, h̃ṽ1

, ..., h̃ṽN
} = GNN(G̃) as the node representa-

tions matrix learned from the original and context-consistent
graph respectively, where each entry corresponds to a node
position. Since context is consistent in the same node posi-
tion, h̃ṽi can be regarded as an augmentation of hvi . There-
fore, (hvi

, h̃ṽi
) can be regarded as a positive pair between

the original and the context-consistent graph. In addition, for
nodes with the same estimated class labels, their representa-
tions can also be regarded as positive pairs. Thus, we can
build four kinds of intra-class positive pairs for contrasting:

(hvi
, h̃ṽi

); (3)
(hvi

,hvj
) : yvi

= yvj
, i 6= j; (4)

(h̃ṽi
, h̃ṽj

) : yṽi
= yṽj

, i 6= j; (5)

(hvi
, h̃ṽj

) : yvi
= yṽj

, i 6= j; (6)

where yvi (or yṽi ) is the ground-truth label (or estimated la-
bel) of node vi (or node ṽi). Two nodes from different class-
es (inter-class) in the original graph are paired as a negative
sample:

(hvi ,hvj ) : yvi 6= yvj , i 6= j; (7)

We apply a Multi-Layer Perceptron (MLP) as the discrim-
inator D to maximize the mutual information between the
positive pairs:

D(z1, z2) =MLP (z1||z2), (8)

where (z1, z2) is a pair of inputs, ‘||’ is the concatenation
operator and p is a scalar value indicating the agreement s-
core. In CoCoS, we can use different combinations of differ-
ent kinds of positive pairs in the training stage. As we will

show in our ablation experiments, their performances vary in
different datasets. We empirically pick Eq. (3) and (5) as the
positive pairs. In each training epoch, we generate a context-
consistent graph G̃ = (Ṽ, Ẽ) by intra-class feature shuffling
(Eq. 1). Following the work of DGI (Veličković et al. 2018),
we formulate the contrastive loss for each epoch by unifying
both intra-class and inter-class pairs as follows:

Lctr = − 1

|VU |

(
1

2

∑
vi∈VU

logD(hvi , h̃ṽi)

+
1

2

∑
ṽi∈VU

Eṽj

[
logD(h̃ṽi , h̃ṽj ) | yṽj = yṽi

]

+
∑

vi∈VU

Evj

[
log
(
1−D(hvi ,hvj )

)
| yvj 6= yvi

])
(9)

By applying contrastive learning, models are encouraged
to learn discriminative representations to distinguish intra-
class nodes from inter-class nodes.

Model Training
The final objective of CoCoS for training consists of two
parts: a classification loss following Eq. 2 and the contrastive
loss (Eq. 9). To better utilize the labeled data, we reformulate
the classification loss of Eq. 2 as follows:

Lcls = − 1

2|VL|

∑
v∈VL

yT
v log(pv) +

∑
ṽ∈VL

yT
ṽ log (p̃ṽ)

 (10)

Therefore, the objective for CoCoS can be formulated as fol-
lows:

L = Lcls + αLctr, (11)

where α is an adjustable hyperparameter.
Since CoCoS is a framework to enhance existing GNN

models, we apply CoCoS to fine-tune the pretrained GNN
that is used for labels estimation. For each training epoch, a
new context-consistent graph will be generated for training.
Estimated labels can be overridden by the prediction results
of the current training model for every η ∈ N epochs.

Experiments and Analysis
Experimental Setup
We evaluate CoCoS by semi-supervised node classification
tasks. Performances are compared with different GNN mod-
els and state-of-the-art GCL methods.

Datasets Our experiments are conducted on four real-
world public datasets, including Cora, Citeseer, Pubmed and
Ogbn-arxiv (Hu et al. 2020). All these four datasets are c-
itation networks. For Cora, Citeseer and Pubmed, we use
the same train, validation, test split according to (Kipf and
Welling 2016). For Ogbn-arxiv, we use the official split for
training and evaluations. More details on dataset descrip-
tions can be found in our supplementary materials.
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Model Cora Citeseer Pubmed Ogbn-arxiv
MLP 58.51 55.64 72.71 55.50± 0.23†

n2v 72.35 50.82 62.03 -
n2v+feat - - - 70.07± 0.13†

DGI∗ 82.30† 71.80† 76.80† -
BGRL∗ - - - 71.57± 0.11†

MVGRL∗ 86.80† 73.30† 80.10† -
GCN 82.12 71.07 78.79 71.51± 0.14
GAT 81.95 70.68 78.29 72.24± 0.16

SAGE(g) 82.06 70.66 78.65 71.41± 0.12
SAGE(m) 81.55 69.76 78.49 71.49± 0.09

JK-Net 80.69 68.03 78.65 71.49± 0.15
SGC 80.55 72.00 78.86 69.99± 0.18

CoCoS 84.15 73.57 80.92 72.95± 0.19

Table 3: Accuracies of node classifications (%). Values
marked by ‘†’ are from the original papers or the OGB of-
ficial leaderboard. Models marked by ‘∗’ have different net-
work settings with our implementations.

Models for Comparison In our experiments, we include
four types of methods for comparison: a model learned with-
out graph information - a multiplayer perceptron (MLP), un-
supervised graph learning models without GNNs (node2vec
(Grover and Leskovec 2016), node2vec+node features), G-
CL methods (DGI (Veličković et al. 2018), BGRL (Thakoor
et al. 2021), MVGRL (Hassani and Khasahmadi 2020))
and typical semi-supervised GNNs (GCN (Kipf and Welling
2016), GraphSAGE (Hamilton, Ying, and Leskovec 2017),
GAT (Veličković et al. 2017), JK-Net (Xu et al. 2018b), S-
GC (Wu et al. 2019)).For GraphSAGE, we implement its
two variants with different aggregators (gcn and mean ag-
gregator), denoted as SAGE(g) and SAGE(m) respectively.
We reimplement all the compared models for experiments
except the group of GCL methods. For GCL methods, we di-
rectly compare with the results reported in their paper. More
details on model descriptions can be found in the supple-
mentary materials.

Implementations We use GCN as the pretrained model
for Cora, Citeseer and Pubmed, where the network architec-
ture follows the original paper (Kipf and Welling 2016), i.e.,
a two-layer model with 16-dimensional hidden layers. Since
the variants of GAT (Veličković et al. 2017) perform signif-
icantly better in the OGB leaderboard, we take GAT as the
backbone for Ogbn-arxiv. We follow the grid-search strate-
gy to find the optimal hyperparameters, and we set α = 0.6
in Eq. 11 in training. For Cora, Citeseer and Pubmed, we
override the estimated labels for every ten training epochs
(η = 10), while η = 4 in Ogbn-arxiv. More details about
implementations refer to our supplementary materials.

Experimental Results on Node Classifications
The experimental results are shown in Table 3. We also re-
port additional validation accuracies of Ogbn-arxiv in the
supplementary materials.

From the results, we can clearly observe that CoCoS out-
performs all other competitors in Citeseer, Pubmed, and
Ogbn-arxiv datasets and be the runner-up in Cora. Note that

Model Cora Citeseer Pubmed
CoCoS-c 84.15(+2.03) 73.57(+2.50) 80.92(+2.13)
CoCoS-a 83.81(+1.86) 72.98(+2.30) 79.85(+1.56)
CoCoS-sg 83.77(+1.71) 73.10(+2.44) 81.59(+2.94)
CoCoS-sm 83.58(+2.03) 73.44(+3.68) 80.68(+2.19)
CoCoS-j 83.59(+2.90) 71.47(+3.44) 80.68(+2.03)

CoCoS-sc 81.33(+0.78) 72.39(+0.39) 79.35(+0.49)

Table 4: The classification accuracies of CoCoS by using
different GNN backbones (%). Values in the parentheses are
improvements with respect to the corresponding baselines.

the best model in Cora, i.e., MVGRL, applies a wider GN-
N backbone (with 512-dim hidden layers) for training (while
CoCoS is only configured with 16-dim hidden layers to align
with other semi-supervised baselines). Therefore, MVGRL
uses a much larger model to learn from more complex data.
Similar settings are applied to other GCL methods. Even so,
CoCoS still yields competitive results, which demonstrates
its effectiveness. We also conduct an experiment following
MVGRL’s network settings, where results and more com-
parisons are reported in the supplementary materials.

Compared with other semi-supervised methods, the su-
periority of CoCoS is more conspicuous. The classification
accuracies are improved by over 2% in Cora, Citeseer and
Pubmed (vs. GCN), and nearly 1% in the Ogbn-arxiv (vs.
GAT). We attribute this improvement to the better utilization
of unlabeled data. Since all available data can be incorporat-
ed for training, CoCoS is capable to capture more pattern-
s, which yields a powerful embedding for each node. Note
that the improvements in the first three datasets are more
significant than that in Ogbn-arxiv. This may be due to the
fact that about 53.70% of nodes are labeled for training in
Ogbn-arxiv (while this value is no more than 5.2% in the
other three datasets). By stacking a multi-layer GNN model,
the receptive field can nearly cover the whole graph. Even
so, CoCoS can still improve the performance of the pre-
trained model (GAT), which verifies that the benefit is not
only brought by training on more available nodes, but also
by learning discriminative information from data. We also
evaluate CoCoS on four additional datasets, where results
and analyses refer to the supplementary materials.

Ablation Studies
Apart from evaluating the proposed framework, we also in-
vestigate each module/ operation that is adopted in CoCoS.

Enhancement for Different GNNs In this experiment, we
evaluate the generalization ability of CoCoS by applying
it to different GNN models. Concretely, different variants
of CoCoS are denoted by CoCoS-c (GCN-based), CoCoS-
a (GAT-based), CoCoS-sg (SAGE(g)-based), CoCoS-sm
(SAGE(m)-based), CoCoS-j (JK-Net-based) and CoCoS-sc
(SGC-based).

The experimental results are shown in Table 4. Obvious-
ly, all GNN models (except SGC) obtain different levels of
performance gain by integrating with CoCoS. Improvements
are significant for SAGE(g) in Pubmed and SAGE(m) as
well as JK-Net in Citeseer, where CoCoS-sg performs even
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Model Cora Citeseer Pubmed Ogbn-arxiv
GCN 23.1K 59.4K 8.1K 109.6K

CoCoS-c 24.1K 60.3K 8.6K 130.6K
GAT 92.4K 237.6K 32.4K 144.2K

CoCoS-a 93.4K 238.5K 32.9K 146.3K
SAGE(g) 23.1K 59.4K 8.1K 109.6K
CoCoS-sg 24.1K 60.3K 8.6K 130.6K
SAGE(m) 46.1K 118.7K 16.1K 218.2K
CoCoS-sm 47.1K 119.6K 16.6K 239.1K

JK-Net 23.4K 59.7K 8.4K 196.4K
CoCoS-j 24.5K 60.6K 8.9K 217.4K

SGC 10.0K 22.2K 1.5K 5.2K
CoCoS-sc 11.1K 23.1K 2.0K 26.2K

Table 5: The size of learnable parameters of each model.

Model Cora Citeseer Pubmed
GCN-CS 82.83(+0.71) 72.30(+1.23) 78.93(+0.14)

GCN-Both 83.20(+1.08) 73.13(+2.06) 79.68(+0.89)
CoCoS 84.15(+2.03) 73.57(+2.50) 80.92(+2.13)

Table 6: The classification accuracies when using different
context sharing strategies (%). Values in the parentheses are
the improvements with respect to GCN.

better than CoCoS-c in the Pubmed. Such results demon-
strate that CoCoS is universally valid for different GNNs.

We also compare the computation overheads of CoCoS by
the model size. Table 5 lists the size of learnable parameters
of models. Compared with the original baseline, the incre-
ment of model size is marginal. This fact shows that Co-
CoS is not only effective in performance improvement but
also friendly to model extension. Note that the model size
of SGC is much smaller than other counterparts as trainable
parameters are only available at the last output layer, which
limits its representation abilities on learning. This may ex-
plain why SGC only improves slightly (or even get worse in
Ogbn-arxiv) using CoCoS.

Performance of Context Sharing
In this experiment, we assess the effect of context sharing.
Specifically, we remove the contrastive loss, i.e., Eq. 9, from
Eq. 11. The model is then trained respectively by two d-
ifferent kinds of classification loss, i.e., Eq. 2 and Eq. 10,
to evaluate the performance. We use GCN as our backbone
(pretrained) model. The model trained using Eq. 2 is denot-
ed as GCN-CS and the one trained by Eq. 10 is denoted
as GCN-Both. Experiments are conducted on Cora, Citeseer
and Pubmed datasets.

Experimental results based on GCN are shown in table
6. More results of context sharing using other GNN models
are included in the supplementary materials. Obviously, the
baseline model, GCN, can be consistently improved by us-
ing different strategies of context sharing. Moreover, GCN-
Both always performs better than that of GCN-CS. We owe
it to the introduction of the fully-supervised part (first ter-
m) in Eq. 10. Since the context sharing is operated based
on the estimated labels, which can be different from ora-

Model Cora Citeseer Pubmed
CoCoS-F 84.49(+2.37) 73.62(+2.55) 80.93(+2.14)
CoCoS-T 84.07(+1.95) 73.39(+2.32) 81.24(+2.45)
CoCoS-S 84.18(+2.06) 73.38(+2.31) 81.03(+2.24)
CoCoS-M 84.48(+2.36) 73.57(+2.50) 80.39(+1.60)
CoCoS-FS 84.15(+2.03) 73.57(+2.50) 80.92(+2.13)
CoCoS-MS 84.02(+1.90) 73.56(+2.49) 80.81(+2.02)

Table 7: The classification accuracies when training with d-
ifferent contrastive pairs (%). Values in the parentheses are
improvements with respect to GCN.

cles, it inevitably introduces noises to the learning process.
In addition, the shuffling operation brings randomness to the
model, which may make it unstable during training. In con-
trast, the fully-supervised part forces the model to learn from
the original graph with fixed inputs. Such an operation help-
s stabilize the training and correct some wrong estimations,
which balances between generalization and specialization.

Performance of Different Contrastive Augmentations
In Table 6, by comparing CoCoS with GCN-CS and GCN-
Both, we find that it is beneficial to introduce contrastive
pairs into training. As shown in Eq. 3 to 6, we have four
candidates for contrastive pairs. To further investigate the ef-
fect of different contrastive augmentations, we enhance GC-
N by different (combinations of) positive contrastive pairs.
Specifically, we use ‘F’, ‘T’, ‘S’, and ‘M’ to mark the con-
trastive pairs from Eq. 3 to 6 respectively. For example,
CoCoS-FS stands for the model trained using the combina-
tion of Eq. 3 and 5.

Table 7 shows the experimental results. We can observe
that all different candidates of positive contrastive pairs
are effective for learning enhancement, where accuracies
vary slightly across different variants, which demonstrates
the robustness of CoCoS. We also conduct similar experi-
ments on other GNN baselines. These results are reported
in the supplementary materials. It is worth mentioning that
GraphSAGE-based variants usually perform better than oth-
er counterparts in the Pubmed dataset, with the highest ac-
curacy of 82.06%. This reveals that CoCoS can be more ef-
fective to some models in specific datasets.

Conclusion
In this paper, we argue that available data in graph semi-
supervised learning are usually under-exploited, which re-
stricts the learning capacity of GNNs. To handle this prob-
lem, we propose CoCoS, a generic framework to enhance
existing GNN-based models. Motivated by the recent ad-
vances in contrastive learning, CoCoS applies context shar-
ing to the given graph and builds contrastive pairs for
training, encouraging GNN models to better manage avail-
able data and learn discriminative representations for down-
stream tasks. Results of extensive experiments and abla-
tion studies validate the effectiveness of CoCoS. Our future
works will focus on differentiating the confidence/ impor-
tance of each label estimation, which is expected to reduce
noises for context sharing. Extending CoCoS to fully unsu-
pervised settings will also be promising.
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Veličković, P.; Cucurull, G.; Casanova, A.; Romero, A.; Lio,
P.; and Bengio, Y. 2017. Graph attention networks. arXiv
preprint arXiv:1710.10903.
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