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Abstract

As a decisive part in the success of Mobility-as-a-Service
(MaaS), spatio-temporal predictive modeling for crowd
movements is a challenging task particularly considering
scenarios where societal events drive mobility behavior de-
viated from the normality. While tremendous progress has
been made to model high-level spatio-temporal regularities
with deep learning, most, if not all of the existing methods
are neither aware of the dynamic interactions among multi-
ple transport modes nor adaptive to unprecedented volatil-
ity brought by potential societal events. In this paper, we are
therefore motivated to improve the canonical spatio-temporal
network (ST-Net) from two perspectives: (1) design a hetero-
geneous mobility information network (HMIN) to explicitly
represent intermodality in multimodal mobility; (2) propose
a memory-augmented dynamic filter generator (MDFG) to
generate sequence-specific parameters in an on-the-fly fash-
ion for various scenarios. The enhanced event-aware spatio-
temporal network, namely EAST-Net, is evaluated on several
real-world datasets with a wide variety and coverage of so-
cietal events. Both quantitative and qualitative experimental
results verify the superiority of our approach compared with
the state-of-the-art baselines. Code and data are published on
https://github.com/underdoc-wang/EAST-Net.

Introduction

Mobility-as-a-Service (MaaS), as an emerging paradigm of
transport service, seamlessly integrates multimodal mobility
services (e.g. public transport, ride-hailing, bike-sharing),
which streamlines trip planning, ticketing (for users), oper-
ating optimization, emergency response (for providers), and
traffic management (for city managers). For a smooth opera-
tion of Maa$S, spatio-temporal predictive modeling for mul-
timodal transport of crowds is indispensable. However, the
existing methods either implicitly handle the interaction be-
tween supply and demand of different modes or assume it
to be time-invariant (Ye et al. 2019). This task is even more
challenging in scenarios where societal events (e.g. holiday,
severe weather, epidemic) take place and deviate collective
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Figure 1: Time Series Histograms of Citywide Taxi and
Share Bike Demands in Washington DC from 24 Dec. 2015
to 31 Jan. 2016, during which Christmas, New Year, and a
Historic Blizzard “Jonas” Took Place

mobility significantly from the normality (e.g. daily, week-
day routines). Moreover, as illustrated in Figure 1, the im-
pacts of different events differ, e.g. taxi demand rockets on
New Year’s eve but vanishes at Christmas and during the
blizzard, and the volatility brought to each transport mode
varies, e.g. recovery of share bike demand takes longer than
the one of taxi after the blizzard.

While tremendous progress has been made in spatio-
temporal modeling thanks to deep learning (Shi et al. 2015;
Zhang, Zheng, and Qi 2017; Li et al. 2018; Wu et al. 2019;
Zheng et al. 2020), most, if not all, of them advance by ex-
ploiting high-level spatio-temporal regularities. The volatil-
ity brought by societal events, on the other hand, is by far
downplayed and usually handled by simple rectifications,
such as incorporating temporal covariates (e.g. time-of-day,
day-of-week, whether-holiday) as auxiliary input (Yao et al.
2018; Zonoozi et al. 2018), adding a memory bank to reuse
similar patterns in history (Yao et al. 2019; Tang et al. 2020).
These manipulations to a certain degree bring time and holi-
day awareness, but they mainly help with the periodic and
precedent parts and would still fail under more extreme
scenarios like unprecedented events (e.g. historic blizzard,
COVID-19 pandemic). There is another line of research (Fan
et al. 2015; Jiang et al. 2018, 2019) attempting to capture
anomalous mobility tendency under events in an online fash-
ion based on low-order Markov assumption and fine-grained
time slot setting. These practices are arguably circumventing
the inherent difficulty of the task instead of truly tackling it.

In this paper, we tackle the identified twofold unaware-



ness of the existing spatio-temporal networks, namely
intermodality-unaware and event-unaware, correspondingly
via: (1) explicitly representing the dynamic interactions
among multiple mobility modes; (2) intrinsically enhanc-
ing event-awareness and adaptivity of predictive models for
various scenarios, including unprecedented events. Specif-
ically, we design a heterogeneous information network to
build the intermodal interactions into the widely adopted
spatio-temporal modeling strategy; then leverage techniques
of memory and dynamic filter networks that encourage the
model to learn to distinguish and generalize to diverse sce-
narios. Based on the above two motivations, we propose
an event-aware spatio-temporal network (EAST-Net). Our
contributions are summarized as follows:

* We design a new heterogeneous mobility information
network (HMIN) to explicitly represent intermodal in-
teractions (or intermodality) for spatio-temporal multi-
modal mobility modeling.

* We propose a novel memory-augmented dynamic filter
generator (MDFG) to produce sequence-specific param-
eters on-the-fly, intrinsically improving event-awareness
and adaptivity of spatio-temporal networks.

* We conduct a series of experiments on four real-world
event-mobility datasets, and the results validate the supe-
riority of EAST-Net quantitatively and qualitatively.

Related Work

Here we briefly review two lines of research: the first line
is on modeling of event-related human mobility, while the
other involves techniques for spatio-temporal forecasting
and dynamic filter generation. (1) The former can be broken
down into two branches, namely event-oriented and event-
driven modeling. On the one hand, human mobility data
(e.g. GPS (Konishi et al. 2016), origin-destination records
(Zhang, Zheng, and Yu 2018; Zhang et al. 2019), trip sur-
vey (Wang et al. 2021)) are commonly used as the un-
derlying clues to infer both local and citywide anomalous
events. On the other hand, mobility behavior is affected by
these societal events conversely (Song et al. 2014; Fan et al.
2015; Jiang et al. 2019; Xie et al. 2020) and thereby de-
viates from normal patterns. (2) By effectively capturing
complex non-linear dependency in the space and time, deep
learning-based predictive models as a group outperforms
classical statistical and matrix/tensor-based methods on both
individual (e.g. call detail records (Feng et al. 2018), GPS
trajectory (Fan et al. 2019), Point-of-Interest visits (Xue
et al. 2021)) and collective mobility (e.g. crowd volumes
(Zhang, Zheng, and Qi 2017), demand of multimodal trans-
port modes (Ye et al. 2019), origin-destination trips (Wang
et al. 2019; Jiang et al. 2021)) modeling. Besides, mainly
studied for tasks like video prediction (Jia et al. 2016) and
image classification (Yang et al. 2019; Zhou et al. 2021),
dynamic filter generation broadly shares a similar idea as
model-based meta-learning (e.g. memory-augmented neural
networks (Santoro et al. 2016), meta networks (Munkhdalai
and Yu 2017)) or hypernetworks (Ha, Dai, and Le 2016), by
conditioning parameters of a target module on another net-
work. Moreover, there have been some recent studies fur-

4229

thering the idea onto continual learning (von Oswald et al.
2020); meta knowledge-based parameterization (Pan et al.
2019) and spatial distinct filter generation (Cirstea et al.
2021) for spatio-temporal forecasting.

Preliminaries

In this section, we firstly formulate multimodal mobility
nowcasting problem, then briefly revisit a standard solution,
namely spatio-temporal network (ST-Net), for this task.

Problem Definition

Given a specified spatio-temporal granularity, the time and
space can be discretized into a set of equal-length time slots
and regions (not necessarily equal-area), respectively, de-
notedby 7 = {r|t € (1,---,T)} and Z = {mp|n € (1, - -
-, N) }. Considering there are in total M modes of mobility,
we can build a multimodal mobility tensor M € RT*N*¢
where C' = 2 - M if modeling the supply and demand of
multiple transport modes; C' = M if modeling the visit vol-
ume of multiple travel purposes. Accordingly, multimodal
mobility nowcasting problem can be formulated as follows:

Given a-step consecutive observations in M, denoted by
(X¢—at1," -+, X¢), where X € RV*C  return the immediate
expectations for the next S-step, i.e. (f(tH, N Xt+5). Note
that auxiliary temporal covariates can be available from time
slot 7y_ 41 to 7443, denoted by T, € R@+A)xv \where v
is total number of the covariates. Formally written as:

Xt+1, s '7Xt+ﬁ =
argmax lOg P (Xt+1a t '7Xt+,3|Xt70¢+1a t '7Xt;Tcov)
Xtt1,,Xe 48
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Figure 2: Comparison of Abstract Structure between the

Existing ST-Net with Rectifications (a) (b) and Proposed
EAST-Net (¢)

Spatio-Temporal Network

To solve the above problem, recent studies commonly ex-
ploit high-level spatio-temporal dependency in observations
(Zhang, Zheng, and Qi 2017; Li et al. 2018; Ye et al. 2019;
Wu et al. 2020). Particularly, convolutional and recurrent



neural networks (e.g. CNN, GCN, TCN, RNN) are two typ-
ical submodules utilized to handle the underlying depen-
dencies over the space & and time.7, respectively. This
class of models arguably share a similar spatio-temporal
view, which prioritizes the first and second dimensions in
Xt—at1s X¢) € Re*N*C We term this modeling strat-
egy Spatio-Temporal Graph (STG), as demonstrated in Fig-
ure 3, in which the third dimension of the observations is
treated as features evolving on STG. We further term mod-
els built on top of STG Spatio-Temporal Network (ST-Net).
Without loss of generality, we combine GCN and RNN to
denote a ST-Net, which handles spatial dependency by a
graph and temporal dependency in a recurrent form:

K
H=0(Xxg0) = U(Z PFXW;)

2
k=0
u = sigmoid([XE”, Hgl_)l] *G Oy + by)
r, = sigmoid(X\", HY ] xg O, + by) )

C, = tanh(X”, (r; ®H )] %g O¢ + be)
H' =w, oH", + 1 -uw) o C

Equation (2) defines the basic graph convolution operation
*g, which takes input X € RV*P and returns H € RV*4
given a graph topology matrix P € RV*N (P is its normal-
ized form), approximation order K, and trainable parame-
ters @ € RUK+HDxpxa Equation (3) defines an extended
version of GRU (a form of RNN), namely GCRU, with ma-
trix multiplications replaced by graph convolutions (Equa-
tion (2)). It is noteworthy that DCGRU (Li et al. 2018) can
be seen as a special form of GCRU by restricting P to be
random walk normalized transition matrix and performing
bidimensional graph diffusion. Then, stacking multiple lay-
ers (denoted by !) of GCRU forms encoder and decoder of a
ST-Net, abbreviated as ST-Enc/ST-Dec in Figure 2.

Besides, as illustrated in Figure 2a, temporal covariates
can be used as auxiliary input (Yao et al. 2018; Zonoozi et al.
2018) to equip ST-Net with time and holiday awareness. In

this case, X,EO) = [Xy, T}], where [,] denotes a concatena-
tion operation and T} is the linear projected representation
of T.,, at 7. Another rectification for ST-Net (demonstrated
in Figure 2b) attaches an external memory bank (Yao et al.
2019; Tang et al. 2020) to the decoder such that some typ-
ical spatio-temporal patterns can be stored for reuse. This
memory is implemented by a parameter matrix M € R™* P,
where m and d denote the total number of memory records
and dimension of each one. Before making the final output,
decoder makes a query to M for find similar representations,
which is implemented by attention mechanism (Bahdanau,
Cho, and Bengio 2014; Vaswani et al. 2017). Formally,

—(
Q, = H"Wq + bo
QM|

V= (Z ¢; - M[j)Wy + by
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where Q, € R denotes the query vector projected from
flattened Hgl); ¢, is the attention score corresponding to j-th
memory record. The obtained vector V can be reshaped back
and concatenated with Hgl) for output, HE‘”“) = [Hgl), V].

Methodology

In this section, we elaborate the motivations and techniques
for improving ST-Net, and present Event-Aware Spatio-
Temporal Network (EAST-Net) as a more adaptive frame-
work for multimodal mobility nowcasting.

Heterogeneous Mobility Information Network

As presented in Figure 3, STG, the fundamental of ST-Net,
prioritizes spatio-temporal modeling while restricting all
features (i.e. mobility modes) to evolve together on the fixed
STG. We argue that this spatio-temporal view restricts the
modeling of dynamic interactions among different modes of
mobility, which is in fact the operating mechanism of MaaS.
As demonstrated in Figure 1, a societal event may impact
different transport modes variously, which confirms the ne-
cessity for intermodality modeling. Thus, we are motivated
to design a new underlying structure, i.e. Heterogeneous Mo-
bility Information Network (HMIN), to jointly represent in-
termodal interaction and spatio-temporal dependency.

Node/Feature:

Wsp

Spatio-Temporal Graph (STG)

He
Heterog

Etmo > Mobility Information Network (HMIN)
Figure 3: Comparison between Spatio-Temporal Graph
(STG) and Heterogeneous Mobility Information Network
(HMIN) for Multimodal Mobility Modeling

As illustrated in Figure 3, HMIN is defined as G
(Vsp U megsp U 5mo ) gsp—mo U gt-sp ) gt—mo)s where
Vep = {m,---,nn}and Vo = {11, - - -, tar } denote node
set of regions and mobility modes, respectively; Esp, Emos
Esp-mos Et-sp> Er-mo denote five edge sets for the relations
in region-to-region, mode-to-mode, region-to-mode, time-
to-region, time-to-mode. By this definition, the intermodal
relationship and its dynamicity can be represented by &,
and &;.mo; and the task of multimodal mobility nowcasting
is reformulated as a link prediction task for edge set Esp-mo
(I€sp-mo|l = N - C) from 7441 to T4 3.

Here we propose a simple yet generic framework to
encode-decode HMIN by applying handy GCRU in a sim-
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Figure 4: Framework of EAST-Net: (1) Input Multimodal Mobility Tensor and Temporal Covariates; (2) Encode with
Heterogeneous Mobility Information Network in Two Pyramidal GCRU Branches; (3) Query Memory-augmented Dynamic
Filter Generator to Produce Sequence-specific Graph Convolution Kernels; (4) Decode with GCRU and Generate Links

ilar fashion to ST-Net. Denoting the framework of S7-
Enc/ST-Dec (GCRU in multi-layer) as Hyy1,- - -, Hy1 3 =
GCRUgc.pec(Xt—at1, " -+, Xt ), processing of HMIN can be
decomposed into two views (i.e. spatial and intermodal) fol-
lowed by a stepwise fusion layer, formally denoted by:

H{Y) - YY) = GORUG e (X o, -+ X0)
mo mo m T T
Hr(i—i-l)’ o '?H§+B) = GCRUI(EHC—I))eC(Xt—a+1’ t '7Xt )

S s mo) T
Xite = U(HE.@WoutHgﬁ) )

&)

where € € (1,- - -, 3) denotes the step index within horizon

B; H,(fipg) € RN*4 and HETEO) € RY*4 denote spatial and

modal embeddings on V,,, and Vp,, at time slot 7., respec-
tively; Wo; € R?7%? denotes a parameter matrix to fuse the
node embeddings for link generation. For simplicity, we de-
note this framework by HMINet (Equation (5)) and consider
it to be a general case of ST-Net, which only takes the spatial
view and let W,,,; € R9%C, HET;’ ) = 1. Essentially, edge
sets &sp, and &,,,,, representing spatial and intermodal depen-
dencies, are handled by graph convolution in each domain;
unidirectional temporal edges &g, and &, are encoded
by the recurrent structure; HMINet learns the mapping from
a-step to 3-step in edge set Egpmo-

Memory-augmented Dynamic Filter Generator

Although enhancing ST-Net in an intermodality-aware way,
HMINet introduces extra parameters by approximately same
amount that ST-Net has. To control the model size and, more
importantly, empower it to be aware of and adaptive to var-
ious scenarios, we propose a novel Memory-augmented Dy-
namic Filter Generator (MDFG).

MDFG is motivated by a line of research on dynamic fil-
ter networks (DFN) (Jia et al. 2016; Yang et al. 2019; Zhou
et al. 2021), which have been mainly studied on convolu-
tional kernels for image and video-related tasks. The core
idea behind DFN is instead of sharing a same trainable filter
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for all samples in a dataset, dynamically generating filters
conditioned on an input sample, which by nature increases
the flexibility and adaptivity of model. In light of DFN, we
argue that the indistinguishability between normal and event
scenarios roots in the way that a same set of parameters (e.g.
©’ = [Ou, Or, O¢] in Equation (3)) is shared for all obser-
vational sequences (X;_q+1,- -+, X¢) by vanilla ST-Net. In
other words, parameters in ST-Net are sequence-agnostic.
We thereby utilize the idea of DFN and further put parame-
ters conditioned on a plugin memory bank M,,,,;, € R™*P
to encourage discovery of high-level mobility prototypes,
which are representations incorporating spatial, temporal,
and multimodal knowledge. To be specific, M, takes con-
catenated node embeddings [H{*") H{"?] € RO+O)xq
as a query and returns a reconstructed prototype vector
Vimo» € RP, which further passes through a DFN to pro-

duce momentary filters [0/”), ©{™*)] for GCRUL?)_and

GCRU](EZZ]))%. This interaction between HMINet and MDFG
occurs in an on-the-fly manner, which generates sequence-
specific parameters (denoted by ©;). Formally,

Q, = [H H""Wq + bo
th*Mwnob[j]
b = ST Q]

) m , (6)
Vmob = Z (b] : Mmob [.7]
j=1

0. = (e 6" = [t

where [ denotes a dynamic filter generation (DFG) layer,
which can be implemented in various ways. Without loss of
generality, we utilize a linear projection in this case. ¢ de-
notes a filter normalization (FN) layer (Zhou et al. 2021),
used to normalize the generated parameters and avoid gradi-
ent vanishing and exploding.

(Vmob)))




Event-Aware Spatio-Temporal Network

Based on HMINet and MDFG, we further make three refine-
ments to the framework of Event-Aware Spatio-Temporal
Network (EAST-Net), as illustrated in Figure 4, which can
be trained in an end-to-end fashion by minimizing a speci-
fied loss function using the standard backpropagation.

e Temporal covariates are fused stepwise for basic time
and holiday awareness for both spatial and intermodal
views, following the common practice (Yao et al. 2019).

X _ {[{(HBTLFE] Jifee(l—a,---,0)
Xese Tipl] oife € (1o, B)

Then, X{"_ is fed into HMINet (Equation (5)) as input.

* Pyramidal structure (Zonoozi et al. 2018) is leveraged
in GCRU encoders to help accelerate the training of
HMINet and discover multi-level temporal pattern for
mobility prototype extraction. In a case by a factor of 2:

l l l
Hg = [Hét)vHét)Jrl] (®)

* Adaptive edge sets Egp, Epo are learnt in HMINet with-
out making any prior assumptions on either intermodal
or spatial relationship (Li et al. 2018; Wu et al. 2019).
Essentially, a pair of parameterized node embeddings are

initialized for both GCRUS),_ and GCRU™?) to de-
rive corresponding topology for graph convolutions:

é(sp) = softma:c(relu(E(sp)Fz;p)))
g(mo) = softmax(relu(E(mo)F(t,w)))

(N

€))

where embeddings E (s, F(sp) € RY*#<» and E(,,,),
F(mo) € RY*Hmo are trained to learn the underlying
region-to-region and mode-to-mode dependencies within
node sets Vs, and V,,,,; the derived topology is normal-
ized to [0, 1] by softmax to simulate signal diffusion in
each domain (replacing P in Equation (2)).

Experiments
Datasets
To evaluate the proposed EAST-Net, we collect four real-
world datasets with different spatio-temporal scales and cov-

erage (presented in Table 1), and represent multimodal mo-
bility with transport modes on three city-level datasets (for

New York City, Washington DC, Chicago), and with travel
purpose on the other country-level dataset (for the United
States). Similarly to the previous studies (Zhang, Zheng, and
Qi 2017; Ye et al. 2019; Jiang et al. 2019), trip records (e.g.
taxi, share bike) or POI visits are processed as in/outflow
(supply/demand) or visit volume to be further aggregated
onto a given spatio-temporal granularity.

Particularly, each dataset is designed to cover a set of holi-
days and a historic event with big social impact, i.e. the win-
ter storm Jonas or COVID-19 pandemic. Following the com-
mon practice (Zonoozi et al. 2018; Yao et al. 2018), we en-
code temporal covariates of each time slot (i.e. time-of-day,
day-of-week, month-of-year, whether-holiday) in an one-hot
manner as auxiliary sequence input.

Settings

We chronologically split each dataset for training, valida-
tion, testing with a ratio of 7 : 1 : 2, such that the lengths of
test sets are roughly last 20 days for JONAS-{NYC, DC},
110 days for COVID-CHI, and 40 days for COVID-US.
Lengths of observational and nowcasting sequences are set
to @ = 8 and 8 = 8, respectively; number of GCRU lay-
ers L = 2 with approximation order K = 3 and hidden
dimension ¢ = 32; embedding dimensions for T.,, v/ = 2,
H(spy = 20 and p(n,e) = 3; mobility prototype memory
m = 8 and D = 16. For model training, batch size = 32;
learning rate = 5 x 10~%; maximum epoch = 100 with
an early stopper with a patience of 10; MAE is chosen to
be optimized using Adam. We implement EAST-Net with
PyTorch and carry out experiments on a GPU server with
NVIDIA GeForce GTX 1080 Ti graphic cards. For evalua-
tion, we adopt three commonly used metrics, namely Root
Mean Square Error (RMSE), Mean Absolute Error (MAE)
and Mean Absolute Percentage Error (MAPE).

Evaluations

In this section, to understand the performance of our ap-
proach, we develop a group of research questions and de-
sign a series of experiments correspondingly: (1) How does
EAST-Net perform compared with the existing methods? (2)
How does EAST-Net perform compared with its model vari-
ants? (3) How does EAST-Net behave in different scenarios
of societal events?

Dataset JONAS-NYC JONAS-DC COVID-CHI COVID-US
Time Span || 2015/10/24 ~ 2016/1/31 | 2015/10/24 ~ 2016/1/31 | 2019/7/1 ~ 2020/12/31 |2019/11/14 ~ 2020/5/31
Temporal 100 days by 30-minute 100 days by 1-hour 550 days by 2-hour 200 days by 1-hour
Spatial 16 x 8 grid in 0.5 x 0.5km | 9 x 12 grid in 0.5 X 0.5km | 14 x 8 grid in 1.5 X 1.2km 50 states + DC

Mobility

{Demand, Supply} of Transport Mode in {Taxi, Share Bike, Scooter*}

Travel Purpose™

Event Holidays + Blizzard Jonas (2016/1/22 ~ 24)

\ Holidays + COVID Pandemic'

* Scooter trip data is only available in COVID-CHI set.

* Travel purpose is measured by POI visitations of 10 categories: {grocery store, retailer, transportation, office, school, healthcare, enter-
tainment, hotel, restaurant, service}, according to the NAICS industry codes (https://www.naics.com/search-naics-codes-by-industry/).

f COVID-19 pandemic outbroke in late March 2020; COVID-US set depicts the early stage (first wave in April), and COVID-CHI set
depicts the progression (first to third waves till end of 2020) of the pandemic.

Table 1: Summary of Four Experimental Datasets



Model JONAS-NYC JONAS-DC COVID-CHI COVID-US
RMSE MAE MAPE | RMSE MAE MAPE | RMSE MAE MAPE | RMSE MAE  MAPE
HA 48953 39.221 7533% | 6316 3.112 38.86% | 37.156 9.938 190.48% | 2822.12 1218.61 159.72%
NF 29.928 28370 59.25% | 7.754 3.594 68.95% | 12.909 5.662 79.19% |2385.28 1258.12 185.08%
Transformer' || 35.050 23.428 47.08% | 6.544 2963 65.73% | 12.671 5.106 80.50% | 1767.71 862.82 180.13%
CoST-Net | 33.721 22485 41.03% | 6274 2971 52.05% | 15259 6.881 83.74% - - -
DCRNN | 28.722 18.718 38.99% | 5469 3.066 50.35% | 10.566 6.483 51.23% |1194.38 72234 155.92%
GW-Net || 28.584 19.367 36.96% | 5.091 2334 51.03% | 8.365 3.723 45.41% | 1022.82 490.97 77.62%
MTGNN || 28.874 19.118 36.39% | 5.161 2.691 47.95% | 8.822 4350 51.58% | 1083.00 535.61  75.86%
StemGNN || 30.711 21.489 40.81% | 5316 3.074 50.44% | 8.400 4.496 50.27% | 1279.04 709.16 146.73%
EAST-Net || 23.632 15.790 33.33% | 4.103 2.004 35.03% | 9381 3.380 61.50% | 799.51 371.78 51.84%
A% 173% -15.6% -84% |-19.4% -14.1% -9.9% - 92% - 21.8% -243% -31.7%

Table 2: Performance of EAST-Net and Baselines in RMSE, MAE, MAPE at JONAS-{NYC, DC}, COVID-{CHI, US}

Quantitative Evaluation 1 To quantitatively evaluate the
overall prediction accuracy of EAST-Net on the multimodal
mobility nowcasting problem, we implement eight base-
lines on mobility/traffic-related spatio-temporal prediction
for comparison, including:

* Historical Average (HA): Average values of same time
slot in the training set for prediction.

* Naive Forecast (NF): Naively repeat the latest one ob-
servation for the next 3 time slots. This practice is proven
to be rather effective under events (Jiang et al. 2019).

* Transformer' (Vaswani et al. 2017): The enhanced ver-
sion (Li et al. 2019) with convolutional self-attention is
implemented to capture local temporal pattern for time
series forecasting.

* CoST-Net (Ye et al. 2019): A two-stage co-predictive
model for multimodal transport demands. It models each
mode individually with convolutional auto-encoder and
uses a heterogeneous LSTM for collaborative modeling.

¢« DCRNN (Li et al. 2018): A special form of GCRU re-
quiring a pre-defined transition matrix as auxiliary input
to perform bidimensional graph diffusion.

¢ Graph WaveNet (GW-Net) (Wu et al. 2019): A bench-
mark traffic forecasting model, in which parameterized
graph input is firstly proposed. It utilizes a WaveNet-like
structure for temporal modeling.

e MTGNN (Wu et al. 2020): A state-of-the-art model for
multivariate time series modeling. It features an efficient
unidirectional graph constructor and multi-kernel TCN.

¢ StemGNN (Cao et al. 2020): Another state-of-the-art
method by modeling spatial and temporal dependencies
jointly in the spectral domain for multivariate time series
(MTS) forecasting.

We present the performance comparison of EAST-Net and
baselines in Table 2. It is noticeable that the error range
on four datasets varies in magnitude: among three city-
level sets, DC and CHI have relatively smaller transport vol-
ume than NYC; COVID-US is apparently the most tricky
set which is state-level, of ten modes for travel purpose,
and being tested at the very early stage (first wave) of the
pandemic. Besides, acceptable results obtained by HA on
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JONAS-DC, NF on JONAS-NYC and COVID-CHI indicate
a rather strong short-term temporal dependency in JONAS-
NYC and COVID-CHI, and a daily periodicity in JONAS-
DC. By treating the problem simply as time series, Trans-
former does not acquire satisfactory accuracy. Taking spatial
locality into consideration, CoST-Net performs better than
Transformer on JONAS-{NYC, DC}, but the pre-trained
convolutional structure not only fails it on COVID-CHI but
limits it from handling graph-based data like COVID-US.
Then, among four graph-based models, GW-Net prevails in
terms of most metrics on all datasets. Lastly, speaking of
EAST-Net, we can observe a consistent and dramatic im-
provement throughout JONAS-{NYC, DC} and COVID-
US, which undoubtedly confirms the efficacy of EAST-Net.
The exception on COVID-CHI, we think, can be explained
by: (1) A coarse time slot (2-hour) setting “smoothes” sud-
den changes, making the task easier for other models; (2)
Along with the progression (first to third waves) of COVID
pandemic, other models gradually learn the pandemic pat-
tern as a new normality.

Quantitative Evaluation 2 To understand how EAST-Net
improves from the canonical ST-Net, we implement ST-Net
(in Equation (3)) and its two rectified forms (in Figure 2a
and 2b), as well as HMINet (in Equation (5)) for com-
parison. As presented in Table 3, within the ST-Net fam-
ily, a regular memory bank improves ST-Net in most cases,
but not as significantly as temporal covariates do. However,
adding T,,, deteriorates the performance on COVID-US,
which is actually reasonable because the reinforced aware-
ness of periodicity backfires especially at the early stage of
a historic epidemic when human mobility began to deviate
(because of quarantine measures). In comparison, adopting
HMINet drops all metrics compared with regular ST-Net es-
pecially on COVID-US, which validates our motivation for
explicit intermodality modeling. Besides, adopting HMIN
on COVID-CHI seems not as helpful as on other datasets.
This issue, we think, may be caused by including the scooter
data, which is in fact a pilot program in Chicago and thus has
some months without any data. Lastly, comparing HMINet
and EAST-Net side by side, we can observe a consistent per-
formance improvement, which verifies the effectiveness of
MDFG in various scenarios.



Variant JONAS-NYC JONAS-DC COVID-CHI COVID-US
RMSE MAE  MAPE | RMSE MAE MAPE | RMSE MAE MAPE | RMSE MAE MAPE
ST-Net 31.382 20.215 43.99% | 5437 2366 55.96% |12.166 5.061 80.00% |1123.91 519.07 62.17%
ST-Net+Teo, || 25.353 16.964 33.97% | 4.453 2.042 43.05% | 8.674 2.823 59.00% | 1434.33 720.08 82.42%
ST-Net+Mem. || 30.725 20.158 40.41% | 5.079 2.599 44.00% | 9.921 3.018 57.00% | 1058.52 52829 63.36%
HMINet 28.713 18.205 37.96% | 4.567 2.072 48.26% | 11.437 4.475 78.53% | 906.85 399.35 43.47%
EAST-Net 23.632 15.790 33.33% | 4.103 2.004 35.03% | 9.381 3.380 61.50% | 799.51 371.78 51.84%

Table 3: Performance of EAST-Net and Its Variants in RMSE, MAE, MAPE at JONAS-{NYC, DC}, COVID-{CHI, US}
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Figure 5: Time Series Histograms of Ground Truth and
(2-hour ahead) Predictions of Citywide Taxi Demand in
New York City from 22 Jan. 2016 to 27 Jan. 2016 (6 days)
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Figure 6: On-the-fly Attention Score (¢;) in MDFG at
JONAS-NYC Test Set (from 12 Jan. to 31 Jan. 2016)

Qualitative Evaluation To understand how EAST-Net
behaves in diverse scenarios of societal events, we conduct
two case studies on JONAS-NYC and COVID-US.

In Figure 5, a clear no-mobility period is expected under
the impact of the historic blizzard “Jonas”. GW-Net, a state-
of-the-art model according to Table 2, simply makes na-
tive forecasting (repeating the latest observation) during this
anomalous period. In contrast, EAST-Net can quickly adapt
to a declining-to-zero tendency (although causing under-
estimations afterwards). In addition, as illustrated in Figure
6, the composition of mobility prototypes in memory records
for generating momentary filters is clearly differentiated be-
tween (1) normal workdays and weekend with a holiday; (2)
a long weekend and the “Jonas” period. These observations
demonstrate the event-awareness and adaptivity of EAST-
Net under a short-term event causing sudden volatility.

Figure 7 presents stream graphs (Byron and Wattenberg
2008) for state averaged POI visits in 10 categories during
the first wave of COVID pandemic. Stream graph is a varia-
tion of stacked area graph by positioning layers to minimize
weighted wiggle (sum of the squared slopes). In our case,
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Figure 7: Stream Graphs of Ground Truth and (4-hour
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Figure 8: On-the-fly Attention Score (¢;) in MDFG at
COVID-US Set (from 15 Nov. 2019 to 25 May. 2020)

an overall negative “tendency” is expected according to the
ground truth. While an opposite positive “tendency” is pro-
duced by GW-Net, EAST-Net can capture the overall shape
correctly. In detail, EAST-Net also better catches a smaller
volume of POI visits than GW-Net on the Memorial Day (25
May 2020). Besides, based on Figure 8, EAST-Net becomes
aware of a new mobility pattern as early as March, the very
beginning of the epidemic in US. These observations recon-
firm the event-awareness and adaptivity of EAST-Net, par-
ticularly under a long-term event imposing lasting impact.

Conclusion

In this paper, we tackle the multimodal mobility nowcast-
ing problem in response to various event scenarios. By
designing a heterogeneous mobility information network
for explicitly representing intermodality and a memory-
augmented dynamic filter generator for producing sequence-
specific parameters on-the-fly, we propose an event-aware
spatio-temporal network. Experiments on four real-world
datasets verify the event-awareness and adaptivity of EAST-
Net, which is even applicable to unprecedented events.
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