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Abstract

Is it possible to complete Vision Transformer (ViT) pre-
training without natural images and human-annotated labels?
This question has become increasingly relevant in recent
months because while current ViT pre-training tends to rely
heavily on a large number of natural images and human-
annotated labels, the recent use of natural images has re-
sulted in problems related to privacy violation, inadequate
fairness protection, and the need for labor-intensive anno-
tations. In this paper, we experimentally verify that the re-
sults of formula-driven supervised learning (FDSL) frame-
work are comparable with, and can even partially outper-
form, sophisticated self-supervised learning (SSL) methods
like SimCLRv2 and MoCov2 without using any natural im-
ages in the pre-training phase. We also consider ways to re-
organize FractalDB generation based on our tentative con-
clusion that there is room for configuration improvements in
the iterated function system (IFS) parameter settings of such
databases. Moreover, we show that while ViTs pre-trained
without natural images produce visualizations that are some-
what different from ImageNet pre-trained ViTs, they can still
interpret natural image datasets to a large extent. Finally, in
experiments using the CIFAR-10 dataset, we show that our
model achieved a performance rate of 97.8, which is compa-
rable to the rate of 97.4 achieved with SimCLRv2 and 98.0
achieved with ImageNet.

1 Introduction

In contemporary visual recognition, transformer architec-
tures (Vaswani et al. 2017) are gradually replacing the usage
of convolutional neural networks (CNNs), which has long
been dominated in the field of computer vision (CV).
Transformer architectures, which are based on self-
attention mechanisms, were initially employed in natural
language processing (NLP) tasks such as machine trans-
lation and semantic analysis. Recently, however, we have
witnessed the development of epoch-making methods that
use transformer modules such as Bidirectional Encoder
Representations from Transformers (BERT) (Devlin et al.
2019) and Generative pre-trained Transformers (GPT)-{1,
2, 3} (Radford et al. 2018a,b; Brown and et al. 2020). The
trend is now gradually shifting from NLP to CV tasks, where
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(a) Val. accuracy transition during fine-tuning on CIFAR-10.

(b) Attention maps in fractal images. The brighter areas are
those receiving more attention.

Figure 1: The impact of FDSL ViT pre-training on a Frac-
talDB. These results show that (a) the pre-trained model fa-
cilitates fine-tuning accuracy improvements to a level that
is much closer to an ImageNet pre-trained ViT, and (b) the
FractalDB pre-trained ViT recognizes fractal images while
identifying complex contours. We believe that this property
contributes to the pre-training effect even though fractal im-
ages do not have background areas.

one of the most active topics is the use of Vision Transform-
ers (ViTs) for image classification (Dosovitskiy et al. 2021),
primarily because ViTs can effectively process and recog-
nize an image based on Transformers with minimum mod-
ifications. Additionally, even though the reimplementation
process is reasonably straightforward, it has been shown that
ViTs often perform at least as well as state-of-the-art trans-
fer learning. However, it is also true that ViT tends to require
a large amount of data in the pre-training phase. For ex-
ample, Dosovitskiy et al. (Dosovitskiy et al. 2021) reported



15 8 '
ImageNet (Natural Images)

Pre-Training

Input patch row

Input patch row

140
[(TTTTCTT T T T e
¢ 3

- o
.
.
.
.
-
-

CoNO U s WN R

mooon
nIINNEARAR

Mean attention distance (pixels)

-1 0 2

s INNENONNEREEER
SN AnREEEER
et L LTI ]
e L LLLLL T
L LLLLLLLL LIl ] ] o Head3
el LLLLLLL L L]l % 3 M

4 6 8
1234567 891011121314 Network depth (Iayer)
Input patch column

e Headl
Head 2

Mean attention distance (pixels)
.

(a) RGB Embedding Filters (b) Position Embedding Similarity (c) Mean Attention Distance

Figure 2: Following (Dosovitskiy et al. 2021), we list the (a) RGB embedding filters, (b) position embedding similarity, and
(c) mean attention distance in the frameworks of formula-driven supervised learning (FDSL) with FractalDB and supervised
learning (SL) with human-annotated ImageNet. When compared to SL, we found that the FDSL pre-trained ViT enables the
acquisition of slightly different filters, the same position embedding, and a wider receptive field. Of particular note, in the mean
attention comparison with SL, we found that FDSL enables us to acquire a wider receptive field from the early layers.

that unless a ViT architecture is pre-trained with more than
100 million images, its accuracy is inferior to a CNN. This
pre-training problem can be somewhat alleviated by Data-
efficient image Transformer (DeiT) (Touvron et al. 2021).
On the other hand, the use of large-scale image datasets
may be problematic from the perspective of privacy preser-
vation, annotation labor, and artificial intelligence (AI)
ethics. In fact, the use of representative datasets that in-
clude natural images taken by camera is currently restricted
to academic or educational usage. This problem cannot be
resolved by using self-supervised learning (SSL) for auto-
matic natural image labeling because training on natural im-
age datasets will still raise privacy-violation and fairness-
protection concerns. In relation to this, other large-scale
datasets (e.g., human-related images in ImageNet (Yang
et al. 2020) and 80M Tiny Images (Torralba, Fergus, and
Freeman 2008)') are now being deleted due to Al ethic is-
sues. To date, other huge datasets such as JFT-300M (Sun
et al. 2017) and Instagram-3.5B (Mahajan et al. 2018) are
not publicly available. Since these dataset-related problems
significantly limit research opportunities in this field, the re-
search community must carefully consider the use of large-
scale datasets in terms of availability and reliability while
working to overcome them. However, if a method could be
developed to train a ViT without using natural images, we
believe that the result would have an impact similar to previ-
ously proposed models such as BERT, GPT, and ViT. This is
because, even though a transformer is used to compose the
core modules in each of these models, the resulting insights
obtained to date have led to significant research community

"https://groups.csail.mit.edu/vision/TinyImages/

advancements.

In this context, the formula-driven supervised learning
(FDSL) concept, which involves automatically generating
image patterns and their labels based on a mathematical for-
mula that includes rendering functions and real-world rules,
was first proposed in late 2020 (Kataoka et al. 2020). In that
paper, Kataoka er al. showed why fractal geometry (Man-
delbrot 1983; Barnsley 1988) was the best way to construct
a dataset in the FDSL framework, while the present paper
examines the question of whether or not ViTs can be pre-
trained with FractalDB in FDSL. We contend that the ViTs
can successfully be pre-trained with the FDSL framework
because the self-attention mechanism enables background
effects between fractal and natural images to be eliminated
and because the mechanism can understand wholly fractal
shapes consisting of iteratively recursive patterns. Herein,
we also report on our rethink of the fractal rendering func-
tion in relation to an iterated function system (IFS) (Barnsley
1988). In our careful ‘sanity check’, we reveal that the pro-
cess of reconsidering the IFS relationship has shown there is
still room for improving the pre-training effect and enhanc-
ing natural image classifications. Figure 1, 2 shows both the
impact of FractalDB pre-trained ViT and the characteristics
of its training properties.

The contributions of this paper are as follows: We clar-
ify that the pre-training of ViT can be completed without
any natural images and human annotations. Our reconsid-
eration of the fractal rendering function show that the per-
formance of a FractalDB-10k pre-trained ViT is similar to
SL approaches (see Table 4) and slightly surpasses the self-
supervised ImageNet with a SimCLRv2 pre-trained ViT (see
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‘Average’ in Table 5). More specifically, in experiments us-
ing the CIFAR-10 dataset, we show that our model achieved
a performance rate of 97.8, which is comparable to the rate
of 97.4 achieved with SimCLRv2 and the 98.0 rate achieved
with ImageNet. Additionally, we found that FractalDB pre-
training allows us to acquire slightly different filters, sim-
ilar position embeddings, and a wider range of receptive
fields (see Figure 2(c)). Furthermore, the FractalDB pre-
trained model appears to pay more attention to the contour
areas (see Figure 1b), which helps to promote effective pre-
training that facilitates natural image understanding.

2 Related Work
2.1 Network Architectures for Image Recognition

As mentioned previously, CNNs are currently popular in the
visual recognition fields, and several well-defined structures
have emerged through a large number of trials over the last
decade (Krizhevsky, Sutskever, and Hinton 2012; Simonyan
and Zisserman 2015; Szegedy et al. 2015; He et al. 2016;
Xie et al. 2017; Huang et al. 2017; Tan and Le 2019). Very
recently, at the end of 2020, the architecture began shifting
to Transformers (Vaswani et al. 2017) originating from NLP.
Since this mechanism has enabled the construction of revo-
lutionary models (e.g., BERT (Devlin et al. 2019), GPT-{1,
2, 3} (Radford et al. 2018a,b; Brown and et al. 2020)), the
CV community is now in the process of replacing the de-
facto-standard CNN-based architectures with Transformer.
Of these, one of the most insightful ViT architectures
is (Dosovitskiy et al. 2021), which has been found to per-
form comparably to state-of-the-art alternative approaches,
even though it is a basic architecture in terms of image
input. Separately, experiments have shown that the JFT-
300M/ImageNet-21k pre-trained ViT performed well in
terms of accuracy but is hampered by the fact that ViTs re-
quire over ten-million-order labeled images in representa-
tion learning. Furthermore, even though the issue of learn-
ing with large-scale datasets has been somewhat alleviated
with the introduction of DeiTs (Laplan et al. 2020), the pre-
training problem still exists in image classification tasks.

2.2 Image Dataset and Training Framework

It has been said that the deep learning era started with the
ILSVRC (Russakovsky et al. 2015), and it is undeniable that
transfer learning with large-scale image datasets has con-
tributed to accelerating visual training (He, Girshick, and
Dollar 2019). Initially, the ImageNet (Deng et al. 2009)
pre-trained model were widely used for diverse tasks not
limited to image classification. However, even in million-
scale datasets, there are concerns regarding issues such as Al
ethics and copyrights, e.g., fairness protection, privacy viola-
tions, and offensive labeling. Due to these sensitive issues, as
mentioned above, human-related labels in ImageNet (Yang
et al. 2020) and 80M Tiny Images (Torralba, Fergus, and
Freeman 2008) are in the process of being deleted, and it
has become necessary for community members to consider
terms-of-use in large-scale image datasets in order to create
pre-trained models responsibly.
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Here, it should be noted that efforts to reduce the image
labeling labor required by human annotators in SSL meth-
ods have progressed significantly in recent years. The first
such methods created pseudo labels based on semantic con-
cepts (Doersch, Gupta, and Efros 2015; Noroozi and Favaro
2016; Noroozi et al. 2018; Noroozi, Pirsiavash, and Favaro
2017; Gidaris, Singh, and Komodakis 2018) and trained fea-
ture representations through image reconstruction (Zhang,
Isola, and Efros 2016). However, in terms of performance
rates, current SSL methods are closer to SL with human an-
notations (e.g., MoCo (He et al. 2020; Chen et al. 2020c),
SimCLR (Chen et al. 2020a,b), SWAV (Caron et al. 2020)).

In this context, in addition to alleviating the annotation
labor issue, FDSL (Kataoka et al. 2020) was proposed to
overcome the problems of Al ethics and copyrights. The
FDSL framework is similar to SSL, but FDSL methods do
not require any natural images taken by a camera. Instead,
the framework simultaneously and automatically generates
image patterns and paired labels for pre-training image rep-
resentations. With this point in mind, we investigate whether
a formula-driven image dataset could sufficiently optimize a
ViT in the pre-training phase. At the same time, we com-
pare a pre-trained ViT created through the FDSL framework
with supervised and self-supervised pre-training. It is our
contention that if the supervised/self-supervised pre-training
can be replaced by FDSL, it could be possible to pre-train
ViTs in the future without using any natural images.

3 FDSL for ViTs

At the beginning of the section, we describe a brief review of
FractalDB (Kataoka et al. 2020), followed by how to apply
this auto-generated pre-training dataset to ViT (Section 3.1).
Then we consider how to re-organize FractalDB in order to
improve from the original one (Section 3.2).

3.1 FractalDB

The most successful approach in FDSL relies on FractalDB,
a dataset consists of fractal images generated with the IFS.
On the 2D Euclidian space R?, IFS is defined by

IFS:{R2;’U,117U]27~" 7wN;p17p27"'7pN}a (1)

where w; : R? — R? is an affine transformation, p; is a
probability, and N is the number of transformations. With
IFS, a fractal S = {x;}$2, is constructed by the random it-
eration algorithm, which repeats the following two steps: (1)
select an affine transformation w* from {wq, we, - ,wy}
under pre-defined probabilities p; = p(w* = w;), and (2)
produce the next point by x¢+1 = w*(x;). Here, the initial
point 21 = (0, 0) corresponds to the center of an image, and
t is incremented by 1 at each iteration.

The original FractalDB (Kataoka et al. 2020) consisted
of 1,000 or 10,000 different fractal categories with 1,000
instances per category. In their experiments, the Frac-
talDB pre-trained ResNet-50 partially outperformed the
same model pre-trained with human-annotated datasets such
as ImageNet and Places, but they did not show whether or
not ViTs could learn without natural images because their
success rates rely on convolutional architectures. Neverthe-
less, even though a FractalDB image does not contain a



(a) FractalDB (b) Random colorization (c) Number of transformations (d) Range of parameters

Figure 3: Reconsidering item of FractalDB. (a) Original FractalDB in (Kataoka et al. 2020). (b) Randomly colorized FractalDB
on the foreground fractal areas, since natural images are not grayscale. (c) FractalDB by considering #transformations (V).
Although the conventional FractalDB consists of combined N = {2,3,4,5,6, 7} transformations (see also (a) in the figure),
the first row shows the images with N = 2, the second row illustrates the images with N = 6. The lower N tends to be a
‘vivid® shape in a fractal image.Here, the range of the transformation parameters is fixed at +1.0. (d) In IFS, the transformation
parameters basically take values in the range +1.0. Since changing the range to £0.8 (first row) or +1.5 (second row) produces
different shapes even though the other parameters are fixed.

background area, we believe that the self-attention mecha- et al. 2020) was conducted with just 90 [epochs], we
nism can effectively focus on the fractal patterns while fol- conducted further tests to determine. We also investigated
lowing complex contours and ignoring background areas. longer training epochs in light of the more recent SSL meth-
ods. We evaluate up to 300 epochs to determine if they pro-
3.2 Reconsidering FractalDB vide additional improvements to FractalDB pre-training.

We introduce several modifications to FractalDB that were

not considered in (Kataoka et al. 2020). Specifically: (i) 4 Experlments

grayscale vs. color, (ii) the number of transformations (/N in This section reports on experiments conducted to verify the
equation (1)), (iii) the range of transformation parameters, effectiveness of FractalDB pre-trained ViTs from various as-
and (iv) training epochs. pects. We begin by attempting to identify a better FractalDB
Grayscale vs. color. Conventional FractalDB images are configuration for ViT. Then, we evaluate the best configu-
drawn by moving dots or patches in grayscale' However, ration obtained on several image datasets. Speciﬁcally, by
the natural images used for common pre-training include not following the procedure outlined in (Touvron et al. 2021),
only grayscale, but also images with various color combina- we evaluate the CIFAR-10/100 (C10/C100), Stanford Cars
tions. In the color generation process, color points or patches (Cars), and Flowers-102 (Flowers) datasets. We also quan-
were drawn randomly at each iteration time (see Figure 3b). titatively compare the FractalDB pre-trained ViT with the
Conducting pre-training with a dataset consisting of colored pre-training performed with representative large-scale im-
fractal images makes it possible for the model to acquires age datasets (e.g., ImageNet-1k and Places-365) and archi-
feature representations related to color. tectures (e.g., ResNet-50). For simplicity, this study uses the
Number of transformations. FractalDB consisted of N = ViT tiny model and DeiT (Touvron et al. 2021) settings to
{2,3,4,5,6,7} transformations. However, in Figure 3c, confirm the prgperties of. the FraqtalDB pre-trained model
fractal shapes can change drastically due to the N param- (hereafter, this is called ViT/ViT-Ti).

eter. According to this figure, smaller values tend to render .

‘vivid’ shapes while larger values tend to generate ‘vague’ 4.1 Exploration Study

shapes. Therefore, to determine what shapes are effective in Following the reconsideration discussed in Section 3.2, we
a pre-trained ViT, we explore the FractalDB configuration explored an effective FractalDB configuration for ViT using
with a fixed N = {2,4,6,8,10}. the process described in (Kataoka et al. 2020). We began by
Range of transformation parameters. The parameters in carrying out experiments related to the FDSL-family (Frac-
IFS take values in the range £1.0. We found that the trans- talDB, BezierCurveDB, and PerlinNoiseDB; see Table 1),
formation parameters also make a significant difference in architectures (ViT, gMLP, and CNN; see Table 2), and #cat-
fractal images, as can be seen in Figure 3d. In this study, egory/#instance (see Figure 4).

four different parameters £{0.8, 1.0, 1.2, 1.5} were set. Comparison with other FDSL methods (see Table 1). In
Training epoch. Recent SSL methods have begun to con- addition to FractalDB, Kataoka et al. (Kataoka et al. 2020)
sider longer training epochs. For example, SimCLR tried proposed datasets based on Perlin noise (PerlinNoiseDB)
to lengthen training epochs up to 1k [epoch] (Chen et al. and Bezier curves (BezierCurveDB). Accordingly, we con-
2020a). Therefore, although the first FDSL study (Kataoka ducted pre-training and fine-tuning experiments on the ViT
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Figure 4: Effects of #category and #instance. The other parameter is fixed at 1,000, e.g., #Category is fixed at 1,000 while

#Instance varies among {16, 32, 64, 128, 256, 512, 1,000}.

C10 C100 Cars Flowers
Scratch 783 577 116 77.1
PerlinNoiseDB 945 77.8 62.3 96.1
BezierCurveDB 96.7 80.3 82.8 98.5
FractalDB-1k 97.1 82.6 87.1 98.3

Table 1: Comparisons of ViT pre-training among FractalDB
in (Kataoka et al. 2020), other FDSL with BezierCurvesDB,

and PerlinNoiseDB.

with those FDSL methods as well.

From Table 1, we can confirm the existence of higher
accuracy levels compared to scratch training for all of the
FDSL methods. The improvements are up to {+18.8, +24.9,
+75.5, +21.2} higher accuracy with FractalDB-1k on the
{C10, C100, Cars, Flowers} datasets, respectively. Note that
the configuration used here is based on the original and
standard FractalDB-1k, which contains 1,000 [categories]
x 1,000 [instances]. In FDSL methods, the FractalDB pre-
trained ViT outperforms the other pre-trained models. The
accuracy levels from BezierCurveDB pre-trained ViT are
{+0.4, +2.3, +4.3, -0.2} on the {C10, C100, Cars, Flow-
ers} datasets, respectively. Although the results showed that
the BezierCurveDB pre-trained model recorded a better ac-
curacy level on Flowers, we decided to use the FractalDB
pre-trained model in consideration of the other performance
rates.

ViT vs. gMLP/ResNet (see Table 2). We additionally ver-
ify ResNet-50, gMLP-Ti/16 (Liu et al. 2021), and ViT-Ti/16.
We assigned the same data augmentation methods as DeiT
to other architecture since the investigation was comprehen-
sively executed. Practically, the FractalDB-1k pre-trained
ResNet and gMLP were improved by using the data aug-
mentation methods. Especially, the accuracy with ResNet-
50 on CI10 dataset was increased from 94.1 (reported by
(Kataoka et al. 2020)) to 96.1 (+2.0 pt). The performance
rates are listed in Table 2. For all fine-tuning datasets, the
accuracy of ViT is higher than others. Therefore the self-
attention module based architecture is more compatible with
FractalDB than CNN or MLP based architecture.

#category/#instance (see Figures 4a, 4b, 4¢c, 4d). Figure 4
shows the effects of category and instance increases on Frac-
talDB pre-training. We set category and instance as vari-
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Arch. Params 16 100 Cars  Flowers
M)

ResNet-50 25 961 800 825 982

gMLP-Ti/16 6 95.4 774 787 942

VIiT-Ti/16 5 97.1 826 871 983

Table 2: Comparison among ViT, gMLP, and ResNet with
conventional FractalDB-1k pre-training.

ables, fixing the former at 1000 and varying the others to
values of {16, 32, 64, 128, 256, 512, 1000}. From the ex-
perimental results, we determined that larger category and
instance values tend to lead to higher accuracy levels on
a fine-tuning dataset. Particularly in the case of FractalDB
pre-training, we found that the category increase is more ef-
fective for transfer learning on an image dataset. This result
is intuitive because the task is easier for datasets with fewer
categories and more instances. Hereafter, we set the category
at 1,000 x 1,000 [instance] as the basic FractalDB setting.

Grayscale vs. color (see Table 3a). The table shows that
pre-training on FractalDB works better with grayscale im-
ages than colored images. In particular, it can be seen that
in C100 and Cars datasets, the improvement gaps are +1.0
pt and +1.1 improved over the pre-training performed with
colored fractal images. These results confirm that colored
representation is not required in ViT architecture.

Number of transformations (see Table 3b). Reducing the
#transformation tends to improve the pre-training effect.
This is particularly true when N is 2, which results in the
highest accuracy for all the fine-tuning datasets. This in-
dicates that it is important to input images with complex
shapes for ViT pre-training.

Range of transformation parameters (see Table 3c). Ac-
cording to the results shown in the table, the original param-
eter [-1.0, 1.0] provided the best level of accuracy. However,
it is necessary to carefully consider the range since the per-
formance gap may be up to three points, for example, on
Cars, between 88.4 in [-1.0, 1.0] and 85.4 in [-1.2, 1.2].
Training epochs. In FractalDB pre-training, as in the SSL,
a longer training epoch tends to achieve better performance
rates. The accuracy levels obtained in 300 epoch pre-training
recorded the best scores in three out of the four different



N C10 CI100 Cars Flowers
2 974 843 884 965 Range C10 C100 Cars Flowers
4 973 824 87.7 98.0 +0.8 969 82.3 88.1 96.7
Cl0 CI00 Cars Flowers ¢ o771 g7 863 987 1.0 974 843 884 965
Grayscale 97.1 82.6 87.1 98.3 8 972 823 88.1 97.4 +1.2 97.1 819 854 98.4
Color 96.8 81.6 86.0 98.3 10 97.1 820 86.1 98.3 +1.5 97.1 825 874 98.4

(a) Grayscale vs. color. The configuration of
IFS follows the conventional FractalDB.

(b) Number of transformations. The param-
eter range is fixed at £1.0.

(c) Range of transformation parameters. N
is fixed at 2.

Table 3: Effects of colorization and IFS parameters.

PT PT Img PT Type C10 C100 Cars Flowers VOCI2 P30 INI100
Scratch - - 783 5777 11.6 77.1 64.8 75.7 732
Places-30 Natural Supervision 952 785 694 96.7 77.6 - 86.5
Places-365 Natural Supervision 97.6 839 89.2 99.3 84.6 - 89.4
ImageNet-100  Natural Supervision 947 718 674 97.2 78.8 78.1 -
ImageNet-1k Natural Supervision 98.0 855 899 99.4 88.7 80.0 -
FractalDB-1k  Formula Formula-supervision 974 84.3 884 96.5 81.4 79.3  88.2
FractalDB-10k  Formula Formula-supervision 97.8 83.1  89.1 98.8 82.6 80.8 88.0

Table 4: Comparison of pre-training ViT on various datasets. The pre-trained image (PT img) types shown are {natural image
(Natural) and formula-driven image dataset (Formula)}; while the pre-training types (PT Types) shown are {SL (supervision)
and FDSL (formula-supervision) }. The Underlined bold and bold scores show the best and second-best values.

datasets. By comparing the pre-trained model at 100 epochs,
we can see that, in terms of accuracy, the 300 epoch model
increased {+0.7, +0.5, +4.0, +1.8} points on the {Cl10,
C100, Cars, Flowers} datasets, respectively.

4.2 Comparisons

Based on the results of Section 4.1, we construct a
new FractalDB-{1k, 10k} and experiment with the new
FractalDB-{ 1k, 10k} in this subsection.

In addition to performing training from scratch with
additional fine-tuning datasets. We compared the perfor-
mance of FractalDB pre-trained ViT with {ImageNet-1k,
ImageNet-100, Places-365, Places-30} pre-trained ViT. The
ImageNet-100 (IN100) and Places-30 (P30) categories were
randomly selected from ImageNet-1k and Places-365 pre-
sented in (Kataoka et al. 2020). We also evaluate the mod-
els on IN100, P30, and Pascal VOC 2012 (VOC12). Addi-
tionally, we also evaluated SSL with {Jigsaw, Rotation, Mo-
Cov2, SimCLRv2} on ImageNet-1k. The results obtained
show the effectiveness of the FDSL in the compared proper-
ties of human supervision with natural images (Table 4) and
self-supervision with natural images (Table 5).

Larger categories. Table 4 indicates that a larger FractalDB
pre-training enhances the transformer in image classifica-
tion. In fact, the accuracy levels are improved to {97.4,97.8}
by FractalDB-{1k, 10k} pre-training on C10.

FDSL vs. SL (see Table 4). Next, natural image datasets
and the FractalDB in the pre-training phase were compared.
Table 4 describes the pre-training (PT), pre-training im-
ages (PT img), and their performance levels in terms of
accuracy. Initially, the FractalDB-1k/10k pre-trained ViTs
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outperformed the pre-trained models on 100k-order la-
beled datasets (ImageNet-100 and Places-30). Furthermore,
even though the FractalDB-10k pre-trained ViT did not ex-
ceed the performance with million-order labeled datasets
(ImageNet-1k and Places-365), the scores obtained were
similar to the ImageNet-1k pre-trained model.

FDSL vs. SSL (see Table 5). Through comparisons with
SimCLRv2, we clarified that the FractalDB-10k pre-trained
ViT performs slightly higher (FractalDB-10k 88.7 vs. Sim-
CLRv2 88.5), in terms of average accuracy, on the represen-
tative datasets. Additionally, we found that FractalDB-10k
pre-training outperformed SimCLRv2 pre-training on C10
(97.8 vs. 97.4), Cars (89.1 vs. 84.9), and P30 (80.8 vs. 80.0).
However, the accuracy obtained was lower on C100 (83.5 vs.
84.1), Flowers (98.8 vs. 98.9), and VOC12 (82.6 vs. 86.2). In
addition to SimCLRv2, we implemented Jigsaw, Rotation,
and MoCov2 in order to compare their results with those of
FractalDB-10k. The results show that while the FractalDB-
10k pre-trained model tends to higher accuracy levels than
other SSL methods.

Visualization (see Figures 1b, 2 and 5). As for ViT, the
filters of the first linear embedding, similarity of positional
embedding, and mean attention distance can be visualized
by following the process described in (Dosovitskiy et al.
2021). Figure 2(a) shows filters trained with ImageNet-
1k and FractalDB-1k. Although ViT pre-trained on both
ImageNet-1K and FractalDB-1K acquire similar filters, the
FractalDB-1k pre-trained ViT filters tend to spread over
wide areas, while the ImageNet-1k pre-trained ViT filters
seem to concentrate on the center areas. Figure 2(b) shows
the cosine similarity of positional embedding corresponding



Method Use Natural Images? C10 C100 Cars Flowers VOCI12 P30 \ Average
Jigsaw YES 964 823 55.7 98.2 82.1 80.6 82.5
Rotation YES 95.8 812 70.0 96.8 81.1 79.8 84.1
MoCov2 YES 96.9 832 78.0 98.5 85.3 80.8 87.1
SimCLRv2 YES 974 84.1 849 98.9 86.2 80.0 88.5
FractalDB-10k NO 978 83.1 89.1 98.8 82.6 80.8 88.7

Table 5: Detailed results with FDSL vs. SSL. The additional column labeled ‘Use Natural Images?’ indicates whether or not
natural images were used in the pre-training phase. ‘Average’ is the average accuracy of all datasets in the table. Note that
ImageNet-100 has been eliminated from this table because the listed SSL methods are trained by images on ImageNet-1k. The
Underlined bold and bold scores show the best and second-best values.

(b) FractalDB-1k (c) FractalDB-10k

(a) ImageNet-1k

Figure 5: Attention maps.

to the input patch at each row and column. From the visual-
ized figures, it can be seen that the FractalDB-1k pre-trained
ViT acquired position embeddings at each row and column
that are similar to ImageNet-1k pre-trained ViT.

Figure 2(c) shows mean attention distance in the same
manner as the original ViT (Dosovitskiy et al. 2021). In com-
parison to the ImageNet-1k pre-training, the FractalDB-1k
pre-trained ViT appears to look at widespread areas in an
image.

Figure 5 shows attention maps with different pre-training.
Here, it can be seen that, similar to ImageNet pre-training
(Figure 5a), the FractalDB-1k pre-trained ViT focuses on
the object areas (Figure 5b). Additionally, we can see that
the FractalDB-10k pre-trained ViT looks at more specific ar-
eas (Figure 5¢) compared to FractalDB- 1k pre-training. Fig-
ure 1b shows attention maps in fractal images. From these
figures, it can be seen that the FractalDB pre-training seems
to perform recognition by observing contour lines. In rela-
tion to Figure 2(c), we believe that the ability to recognize
complex and distant contour lines enabled the extraction of
features from a widespread area.

1996

5 Conclusion and Discussion

This study demonstrated that the FDSL framework makes
it possible to train ViTs without the use of natural images
or human-annotated labels. Additionally, we showed how
our FractalDB pre-trained ViT achieved similar performance
rates to the human-annotated ImageNet pre-trained model,
and partially outperformed SimCLRv2 self-supervised Ima-
geNet pre-trained model. Furthermore, based on the results
in this study, the following findings are presented:

Feature representation with FractalDB pre-trained ViT.
We see that the FractalDB pre-trained ViT acquired different
feature representations in the first linear embeddings (Fig-
ure 2(a)) and similarly arranged position embeddings (Fig-
ure 2(b)) when compared to the ImageNet-1k pre-training.
Moreover, Figure 1b shows that the ViT tends to pay at-
tention to contour areas in the pre-training. We believe that
this pre-trained model enabled feature acquisition in a wider
range of areas than the ImageNet-1k pre-trained model (Fig-
ure 2(c)). We also identified the complex contour lines used
to classify fractal categories in the pre-training phase.

The effect of FractalDB reconsideration. Extending the
process outlined in (Kataoka et al. 2020), we noticed the po-
tential for improvement and attempted to implement several
novel configurations such as using colored FractalDB, in-
creasing the number of transformations, using a wider range
of transformation parameters, and applying longer training
epochs. As shown in the experimental section, the highest
scores occurred when the following parameter combination
was used: grayscale fractal images, N = 2 for #transforma-
tion, range of +1.0, and 300 epochs in the pre-training.

Is it possible to complete pre-training of ViT without nat-
ural images and human-annotated labels? In Table 5, we
showed that the performance of FractalDB-10k was compa-
rable in terms of accuracy to the SImCLRvV2 pre-trained ViT.
Although 10M images are used in FractalDB-10k, no natural
images were used in the pre-training. Therefore, an FDSL-
based pre-training dataset can be safely and effectively used
to train a ViT in terms of Al ethics and image copyright, pro-
viding we can exceed the SL accuracy achieved via human
annotation (Table 4). In relation to this point, we showed
that the FDSL pre-training recorded similar accuracy levels
to those achieved via SL, which means that it is possible that
the ImageNet pre-trained model may be replaced by a model
without any natural images in the near future.
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